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Abstract- Recommender system is one of the most 

common research topic now a days. Social 

networking and ecommerce websites are highly 

dependent on recommender system. It help users to 

discover the hidden items of their choice without 

much effort. It is a software tool which uses a user’s 

preference to discover new items from a large pool 

of available items in real time. In this paper we 

mainly focused on various types of recommender 

system and how the different online platforms 

making use of recommender system to give 

personalized service to its users.  
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I. Introduction 

Recent advances in the area of IOT and electrical 

devices in the past few years have the changed the 

way of people used to live their lives [1]. These 

advancements in technologies have generated a 

large amount and variety of data. Every click on the 

smart devices generating the data. Solving this 

enormous data is new the challenge for data 

scientists and data architects. This data may not be 

useful for the users directly but it contains huge 

value for the service providers. To mine the 

information from the overloaded data, there is 

continuous need to upgrade the software tools and 

technologies [2]. Recommender system provides 

the solution of this problem in the domain of 

ecommerce business and social networking sites. 

Recommender systems act as a salesmen for the 

users when they visit on ecommerce websites. It 

helps the service provider to increase their revenue 

and helps the user to recommend items or products 

of their preferences. 

 

Goldberg, Nichols, Oki and Terry [4] developed 

the first recommender system i.e. Tapestry in 1992. 

It was an electronic messaging system that allowed 

its users to rate messages wither ‘good’ or bad. One 

of the simplest types of recommender system is non 

personalized recommender system [3]. 

Recommendations produced by these systems are 

independent of the user. Each user will get the same 

recommendation list because user’s preference will 

not be taken into care. Generally this recommended 

item’s list contains the most popular items, items 

from best sellers or may be the latest added item. It 

all depends on the business plan by the company. 

But this type of recommendation does not add 

much value to business, so personalized 

recommender system is widely used in the industry.  

In the personalized recommender system user’s 

preference is taken in to the care. The newly 

recommended item list purely depends on the past 

interaction of the user with the system.  

 

 

II. Background 

Recommender systems are classified in the 

following categories- 

1. Collaborative filtering based recommender 

system: it first time comes into the picture in early 

1990 for dealing with the overload in online 

information space. Tabestry [4] was a messaging 

system based on collaborative filtering developed 

at Xerox Palo to deal with the large amount of 

incoming documents via electronic emails. 

Collaborative filtering based recommender 

systems involves two stages; in the first stage it 

computes the similarity between the target user (for 

which we want recommendations) and all other 

users in the system and in the second stage it 

calculate the list of predicted items based on the 

calculations of the first stage [5].  
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Collaborative filtering based recommender system 

is further classified in two types. First is user-user 

based collaborative filtering. GroupLens [6], Ringo 

[7] and BellCore [8] uses the user-user based 

filtering technique for recommending item I to the 

user U based on the rating pattern from the other 

users of the system for the same item. Second type 

of collaborative filtering based recommender 

system is item-item based collaborative filtering. 

Idea behind it is if two items have same users’ like 

or dislike then they are considered to be of same 

category. Sarwar et al. [9] and Karypis [10] 

described it first time. 

2. Content based recommender system- idea 

behind it is it takes user’s interest as an input and 

generate a list of recommended products/items as 

an output. It doesn’t depends on the information 

provided by other users in the form of ratings [11]. 

It is popularly used for recommending the text 

based products from which we can find the textual 

description like messages, web pages, news etc.  

Hybrid recommender system- it is combination of 

several types of recommender system. Reason 

behind combining the several recommender 

systems is that one type of recommender system 

may not perform well in all type of situations. E.g. 

collaborative filtering based recommender system 

has problem of cold start where content based 

recommender system doesn’t have this type of 

issue [12]. In most of the hybrid recommender 

systems collaborative filtering based recommender 

system are combined with content based 

recommender system [13]. 

 

III. Popular Recommender System 

In this section, we will present a few online 

businesses that uses recommender system to 

provide their users customized service.  

1. Amazon.com – amazon uses recommender 

system to personalize their online store as per 

customers. They recommend sports items to an 

athlete and toys to a new mother. They don’t follow 

traditional user-user based recommender system 

instead they use item-item based recommender 

system. Generally it is assumed that number of 

users on an ecommerce website is much higher than 

the number of items. While computing the 

similarity among the users, in traditional user-user 

collaboration approach, the time complexity of 

computation would be higher than the time 

complexity in item-item based recommender 

system. This approach provide the advantage over 

the traditional collaborative filtering approach in 

the manner that it is suitable for large data set 

without reducing the dimensionality, sampling or 

partition [14].  

2. Netflix recommender system – it consists 

of a number of recommender systems, collectively 

all of them increase the user’s experience. 

Homepage of Netflix generally contains 40 rows 

and 75 videos per row. Each row displays the 

results based on one type of recommender system. 

Main recommenders that Netflix uses on its 

platform are-  

 Personalized video ranker (PVR), top-N video 

ranker – purpose of this algorithm is to provide 

the list of popular recommendation to each user 

in the catalog [16]. 

 Trending ranker – purpose of this algorithm is 

to recommend the viral videos to the users. 

 Continue watching ranker – it sorts the recently 

watched videos to make prediction whether the 

user is intended to resume or rewatch the video 

or user is not interested in the video any more. 

This prediction is based on several factors like 

time elapsed since viewing, the point of 

abandonment, whether any other video is 

watched after that. 

 Video-video similarity algorithm – this is 

basically an impersonalized algorithm, it find 

similar videos from catalog and add them in the 

same category. 

 Page generation algorithm – each account of 

Netflix is generally used by several members of 

home or friends. Each one has different mood 

or taste. Netflix shows multiple rows of 

recommendations to deals with this problem. It 

uses the output generated by all other 

algorithms and generate one row of 

recommendatios. Each of these algorithm is 

based on statistical and machine learning 

technique (supervised and unsupervised 

approaches) [15].   
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3. Linkedin – while adding the skill set on 

linkedin. They have provided the functionality of 

type-ahead. For this purpose they have evaluated 

several public listing of skills but none of them is 

complete. Linkedin is one of the world largest 

professional body that allows professionals to 

connect each other. It contains millions of 

professionals. Each have different skill set. 

Creating a skill set list for covering all types of skill 

is quite difficult.  

Linkedin come up with the solution of this problem 

by creating a list of skills directly from the user 

profile. Now fetching the keyword from the user 

profile may or may not be skill. Beside this may 

skills are duplicate as well e.g. c programming and 

c coding both are same [17]. For this they have 

extracted the comma separated keywords from the 

skill set section of the profile. Now from these 

keywords some entities are not skills like company 

name, these have to be removed. After this 

ambiguity has to be removed from the keywords. 

Some keywords has multiple meanings. All these 

are removed from the skill set list. Clustering was 

used for this purpose. Next step is removing the 

duplicity. Multiple name of same skill also adding 

unnecessary item in the list and make it large. 

Crowdsourcing is the solution for this problem. 

Linkedin has used the Amazon’s mechanical turk 

for building the crowdsourcing. By using all these 

methods they have reduced the 150000 skill topics 

to 50000 skill topics. Once the skill set is ready they 

created the skill inference algorithm to recommend 

the new skill to the users [18, 19].   

4. Youtube - it is the world’s largest and most 

popular video platform which allows its users to 

upload the videos, watch the videos and sharing of 

the videos. It also allows users to interact with the 

videos by liking/disliking the video or by 

commenting on the video. Everyday billions of the 

videos are played on the youtube by millions of the 

users. Recommending the best video to a particular 

user based on his preference is the challenge that 

youtube has solved using the statistical methods. In 

order to keep the users engaged and entertained, it 

is important that it regularly update its 

recommendations as per the user’s interaction with 

the system. Youtube focuses on the recommending 

the recent, fresh and diversified videos to the users. 

It should not happen that user thinks why this video 

is recommended to him.   

For recommending the videos to user, its system 

take video content i.e. metadata of the video as well 

as user’s activity data. By user activity data means 

that user’s interaction with the system by any mean 

it can be watching a video, liking/disliking a video 

or it can be commenting on a particular video.  

Youtube, first of all find out the all related videos 

[20]. It basically creates the groups of related 

videos. All videos in a particular group is similar 

somehow.  In order to like a video to the user, 

youtube combine the related videos association 

rules with the personal activity of the user on the 

system. Once the list of possible recommended 

videos is prepared then these videos are ranked 

based on several parameters: 

 Video quality 

 User specification 

 Diversification  

Instead of recommending the just most relevant 

videos to the user, youtube consider the relevance 

and diversification across the categories. Youtube 

uses the batch oriented pre computed approach 

instead of on demand computation [21]. 

5. Tapestry – it was developed at Xero Palo 

Alto research center. Motivation behind developing 

this mailing system was increasing use of emails as 

a result user was getting overloaded with the huge 

data [22]. They suggested solution for dealing with 

this huge data is to filter the incoming data, no 

matter from where they are coming in just filter the 

data based on the interest. Tapestry was one of the 

first system that uses the collaborative based 

filtering. It not just simply compute the similarity 

between the documents neither it filter the 

document when they arrived on the system. Instead 

they run the systematic queries on the new 

document arrived and on the old documents on the 

database.  

Tapestry is more than just a simple mailing service 

because it handles all the incoming documents as 

well. Despite this it also store all the old mails.  To 

find the document of interest it runs the ad hoc 

queries to filter out the keywords. On verifying the 
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result of query, it sore the results in the database 

and in future when new document is arrived it uses 

the results of already filtered document to filter this 

new document [4].   

6. Yahoo: Answers – in today’s date it is one 

of most famous question answering system. 

Recommending the right question to the right user 

is highly suggestible for effective use of system. It 

get over 30 million questions and answers [22]. 

Unlike other platforms of similar kind it broadcast 

questions to all the user on the site. Its main focus 

is on satisfying the asker’s need [23, 24]. Instead of 

just answering the question, user can give thumbs 

up or thumbs down to any question. 

Thread of question start once a user posted a 

question and assign it to a category. Question will 

remain in open state till it is not resolved. With the 

help to textual attributes, question can be described. 

And using the collaborative filtering it is 

recommended to users who has shown interest in 

similar attributes [26].  

To find the attributes of question, yahoo uses the 

textual description of question. It may be title of 

question or may be its body. Then it tokenize the 

question in to tokens. User has to select the 

category of question to which it belongs. It may be 

“internet”, “youtube” or “dogs” etc. A user ID is 

created by the system. Users can be of several 

types: asker, answerer, best answerer, question 

voters, answer voters. Goal of the system is to 

predict the user who will answer the question. For 

this purpose interaction features are used by the 

classifier to evaluate the match between the user 

and the question. Once data set is ready yahoo 

implement its classifiers to find the right user for 

right question [25].  

  

IV. Conclusion and Future Scope 

In this paper, we presented the problems faced by 

some big giant of the internet and we briefly 

explained the solution provided by them. Handling 

the large number of users, recommender systems 

plays an important role. Feature extraction is most 

crucial part of the recommender system. 

Effectiveness of recommender system is highly 

dependent on the quality of features. Recommender 

system can be applied on large number of 

problems. By combining filtering techniques with 

image processing, it can be used to automate the 

traffic signals. In highly competitive environment, 

some threats are also there which effects the 

performance of the recommender system. 

Attackers may inject fake profiles in the system to 

affect the results of the recommender system. That 

is the issue to be dealt with. 
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