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Abstract—Monument recognition is a challenging problem in required in a ConvNet is much lower as compared to other 
the domain of image classification due to huge variations in the classification algorithms. While in primitive methods filters 
architecture of different monuments. Different orientations of 

are hand-engineered, with enough training, ConvNets have the 
the structure play an important role in the recognition of the 

ability to learn these filters/characteristics. The architecture of monuments in their images. This paper proposes an approach for 
a ConvNet is analogous to that of the connectivity pattern classification of various monuments using Convolutional Neural 

Network (CNN) Architecture using a GPU unit. The model of Neurons in the Human Brain and was inspired by the 
is trained on representations of different Indian monuments, organization of the Visual Cortex. 
obtained from cropped images, which exhibit geographic and  

cultural diversity. Experiments have been carried out on the II. ARCHITECTURE 

manually acquired dataset that is composed of 660 images of 
A convolutional neural network consists of an input and 10 different monuments where each monument has images from 

different angular views. The model was able to achieve accuracy an output layer, as well as multiple hidden layers. The hid- 
above 90 percent for all the different monuments. den layers of a CNN typically consist of convolutional lay- 
Index  Terms—monument  recognition;Convolutional  Neural 

ers,activation function, pooling layers, fully connected layers 
Networks; image classification 

and normalization layers.  

I. INTRODUCTION A. Convolution layer 

A monument implies a structure that has been constructed Convolution layer will compute the output of neurons that 

in order to commemorate a person or an event. The term are connected to local regions input, each computing a dot 

’monument’ is often applied to the buildings or structures that product between their weights and a small region they are 

have been considered as examples of an important architectural connected to in the input volume. 

and/or cultural heritage. The people belonging to the vari- 
B. Pooling layer ous cultures, castes, creeds and religions take pride in their 

 

culturally rich heritage bestowed upon them in the form of Pooling layers reduce the dimensions of the data by com- 

monuments. Monuments are also the tourist destinations in any bining the outputs of neuron clusters at one layer into a 

country. They even are representations of great achievements single neuron in the next layer. Local pooling combines small 

present in art and architecture.It is therefore important to clusters,typically 2 x 2. 

preserve them to help the present and the future generations 
C. Fully Connected layer understand and respect people who lived in different eras 

 

with different habits and traditions. Preservation of these Fully connected layers connect every neuron in one layer 

monuments  can  happen  by  recognition of  these  different to every neuron in another layer. It is in principle the same as 

monuments and spreading the information about it to the other the traditional multi-layer perceptron neural network (MLP). 

fellow citizens and tourists. A Convolutional Neural Network The flattened matrix goes through a fully connected layer to 

(ConvNet/CNN) is a Deep Learning algorithm which can classify the images. 

take in an input image, assign importance (learnable weights The architecture of the CNN that we used is shown in the 

and biases) to various aspects/objects in the image and be figure 1. Each images are resized to 170x170, is the first 

able to differentiate one from the other. The preprocessing covoluted with 3x3 feature detectors to give 16 feature maps. 
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Fig. 1.  Architecture of CNN 

 
 
The first convoluted layer is followed by a dropout layer where 

it prevents in overfitting. The feature maps undergo max 

pooling .This is followed by another convolution layer 

outputting 32 feature maps, dropout layer and pooling layer 

follows. A single vector of pixel values is inputted to the 

Artificial Neural Network ,which is obtained from the pooled 

layer using flattening technique. Two fully-connected layers 

are used, one with 1024 nodes and other with 512 nodes 

along with dropout rate of 20 
 

III. DATASET DESCRIPTION 
 

A database comprising of 10 folders with each folder having 

around 66 images per monument is created, where each image is of 

size 170x170 pixels. These images are chosen from the online 

available dataset- https://goo.gl/ijKXY1 Mostly, the famous Indian 

monuments were considered for dataset. The naming of each folder 

is done according to the name which corresponds to the monument. 

The membership of each mon-ument in its respective category was 

verified using Wikipedia. The dataset is manually pruned to remove 

duplicates and incorrectly retrieved images. The dataset includes 

images of interior and exterior part of these monuments from varying 

an-gles and illumination to ensure that extracted features pertain only 

to the architecture of the monument. Furthermore, using both interior 

and exterior parts of monuments, the classifier can identify texture 

and wall art patterns that are distinctive features. Also, both high and 

lowresolution images have been included to make the dataset robust. 

 

IV. SYSTEM IMPLEMENTATION 
 

The user is allowed to choose an image from the set of images. 

The image chosen is fed into CNN architecture. The image is 

analysed in the CNN architecture and the corresponding feature 

vector is formed. This feature vector uniquely identifies each 

image. This feature vector is classified as a corresponding 

monument and the result is displayed on the user interface. The 

user is allowed to then type a query to know more about the 

monument. The corresponding query is processed and the 

required answer is displayed on the user interface.The system is 

trained for default set of questions and corresponding answers to 

it. When the user types a question 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2.  Architecture of System Implementation  

 

 

is corresponding answers from the set of trained answers is 

displayed. Thus, the monument is recognised and the user 

learns about the monument through its details. The 

architecture of system implementation is shown in figure 2. 

 

V. EXPERIMENTAL PLATFORM 
 

The model was implemented on Intel(R) Core (TM) i3-

7020U CPU with a 8GB of memory. The GPU consisted of 

2GB of memory. The operating system was Microsoft windows 

10.The software used is python IDE version 3.6.7. 

 

VI. EXPERIMENTAL ANALYSIS 

 
Performance of the CNN network was analysed with dif-ferent 

settings of training epochs, activation function, number of 

convolution layers, dense layers, learning rate and change in the 

size of the images. The number of training epochs of the CNN 

network is one of the important aspects which affect the accuracy. 

A total of 20 training epochs were used in this model. A lesser 

number of epochs gave smaller accuracy and a larger number of 

epochs took longer time for execution with small increase in 

accuracy. After multiple experiments and trials, the number of 

epochs was chosen to be 20 as the higher accuracy did not give 

significant change in the accuracy. Learning rate was chosen to 

be 0.001. A total of 2 convolutional layers were used where the 

first convolu-tional layer consisted of 16 feature maps and the 

second convolutional layer consisted of 32 feature maps. The 

dropout rate was chosen to be 0.2 and the activation function was 

chosen to be relu because of the presence of more than two 

labels to be classified and the presence of non-negative values. 

The approach outperformed other existing approaches for 

monument recognition by a considerable margin. The model also 

performed well when used for classifying different styles of temple 

architectures. 
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Fig. 3.  Image of Khajuraho Temple Fig. 5.  Graph showing number of epochs v/s loss  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 4.  Image of Jama Masjid 

Fig. 6. The iteration rate and the accuracy percentage 

 

VII. OUTPUT 
 

The following are the few outputs obtained. The user when 

clicks on the button ’Load Test Image’, a window opens from 

where the user is allowed to choose the required image for 

recognition. Once the image is chosen the button ‘Test Image’ 

is clicked. The image is displayed along with its label de-

scribing the name of the monument. Also, few attributes of the 

monument are displayed below the image.Thus the image is 

recognised. Figure 3 and 4 show the images of Khajuraho 

Temple and Jama masjid respectively which are being 

recognised by the model.  
 

VIII. RESULTS 
 

Results The prediction percentage and the accuracy of the 

bounding boxes in the results depends on the following: 

1.Batch size: It is the number of images that are trained per 

 

 

batch in one iteration of training. Batch sizes were not used in this 

experiment as the dataset was small. The batch size used here is 

32. 2.Learning Rate: It is the training parameter that controls the 

size of weight and bias changes during learning. The learning rate 

used here was 0.001 3.Number of Iterations: It is the number of 

training iterations after which the network is optimally trained. The 

number of iterations used is 20. The following graph shows the 

loss rate with increase in number of epochs. As the number of 

epochs increase the loss rate during the training decreases. The 

ideal number of epochs is 20. The accuracy of the model is 

shown in the figure 5 with respect to number of epochs. As the 

number of epochs increase, the percentage of accuracy 

increases. The figure 6 shows a snap of the training displaying 

the number of epochs, accuracy and loss. 
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IX. CONCLUSION 
 

The proposed system is based on Convolutional Neural 

Networks to detect and classify different types of monuments. 

The objective of the proposed system is achieved using the 

following modules. 1) Creating the customized dataset for the 

system consisting of images of all four types of classes. The 

four types of architecture is concentrated while creating the 

dataset. 2) The neural network is used consisting of totally 96 

convolutional layers and a pool size of 2x2. 3) The system in 

implemented on a GPU having 2GB of memory. 4) The 

network was trained with different learning rates and for 

different number of iterations. Later, the weights with higher 

prediction percentage and lower error rate were used for 

testing. 5) The results showed the prediction of classes of the 

images. The network was able to retrieve features about it as 

well. 
 

X. FUTURE WORK 
 

The proposed system gives a method for recognition of various 

Indian Monuments. Some future enhancements for the proposed 

system can be to: 1) Increase the dataset and improve the scope 

of the model. 2) Make the system more user friendly by creating 

an application of the same. 3) Improve the information about the 

retrieval of the monuments by providing dynamic information from 

internet. 4) Help the tourists by providing directions to the 

monuments and live tracking the tourists using Global Position 

Service (GPS). 5) Improving the dynamicity of the images by live 

capturing and instant monument detection. The proposed system 

can be evolved to meet several other operations which are not 

included in this project. Expanding the system will result in more 

efficient and hassle free operations. 
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