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Abstract – Ant Colony Optimization (ACO) algorithms are motivated by the searching behavior of ants in nature. 

The research paper focuses on the working principle of ACO with a special condition of obstacles been placed 

between the starting point (source) and the food source (destination). The optimization code has been implemented 

using MATLAB with three obstacles placed between source and destination. The implementation has been 

performed with three different cases with a varying number of iterations to calculate the Best Cost in each case.  

 

Keywords – Ants, Ant Colony Optimization, Best Cost, Best Path, obstacles.  

  

I. INTRODUCTION 

Ant colony optimization (ACO) algorithms are inspired by the foraging behavior of ants in nature. Ant colony 

optimization (ACO) methodology is based on the ant’s competence of finding the shortest path from the nest to a 

food source [1, 2]. An ant repeatedly hops from one location to another to ultimately reach the destination. In 

nature, some species of ants in searching for food will leave chemicals that can be smelled by others on the route, 

called pheromones. By releasing pheromones, ants can mark the route they have walked, providing clues for other 

ants foraging for food [3]. As time and the number of foraging ants increase, the concentration of pheromone in 

the environment will change, based on which ants can gradually find the shortest route between their nest and the 

food. This technique is developed by observing the food searching efforts of ant clusters [4, 5]. The ant colony 

follows an organized and smart technique for approaching the food source. The details of the technique are modeled 

with mathematical tools, and then the approach is transformed into an optimization problem framework to utilize 

for engineering problems such as the search area is defined as a graph and the agents (ants) are described as moving 

point on this graph [6, 7]. As the agents move on the graph, a simulation version of the pheromone secreting model 

is realized with a stochastic approach to mark the most popular paths through the source [8]. Each ant starts to 

move from randomly selected points on the graph. The connection line from the starting point to the target describes 

a path and each path is categorized with pheromone level and correlating heuristic value so that, higher of these 

parameters for a path gives rise to higher the probability an ant prefers this shorter path through the source. The 

rest of the ants use the pheromone deposited on the path for searching a more promising direction through the food 

target [9, 10]. Then, this iterative procedure goes on until each of the ants finishes their travel for the food and the 

pheromone level is updated on each path visited by the ants. Consequently, each ant provides a solution and, at 

least, one path among the solutions should fulfill the termination criterion to finish all procedures. As the main 

characteristic of this technique depends on the pheromone level on the route through the food source, the higher 

the depositing pheromone load, the higher the optimality a solution is categorized [11, 12].  

 

II. IMPLEMENTATION OF ANT COLONY OPTIMIZATION 

This section focuses on the implementation and working of ACO to find Best Path with Best Cost between the 

starting point (source) and food source (destination) with three obstacles placed on the way. The ants are supposed 

to reach the destination avoiding obstacles. Parameters include inertia weight which symbolizes the movement of 

the ants while adjusting their velocities and positions. Inertia Weight Damping Ratio determines the ratio between 
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rates of ant’s previous velocity to its velocity at the current time step. Personal learning and global learning 

coefficients are the two constants. The implementation has been conducted with three different cases having 

variation in the number of iterations. 

Case 1: 

The readings of different parameters in case 1 are mentioned as under. 

 Maximum Number of Iterations - 10 

 Population Size (Swarm Size) - 2 

 Inertia Weight    - 1 

 Inertia Weight Damping Ratio - .98 

 Personal Learning Coefficient - 1.5 

 Global Learning Coefficient  - 1.5 

 Number of handle points  - 5 

The implementation of ACO as per parameter values mentioned in Case 1 are shown in Fig. 1. 

       

(a)     (b) 

     

                                          (c)  (d) 
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 (e) (f) 

   

 (g) (h) 

   

 (i) (j) 
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 (k) (l) 

Fig. 1. The figure shows different stages of ACO for calculating Best Cost involved in finding Best Path from source (yellow box) to 

the destination (green star) with three obstacles (blue circles) on the way 

Fig. 2 depicts the readings of Best Cost at different iterations involved in reaching from source to destination.  

 

 

Fig. 2. The figure shows the readings of Best Cost at different iterations involved in reaching from source to destination 

Fig. 3 shows the plotted graph based on obtained readings of Fig. 2. The X-axis represents the number of iterations 

and Y-axis represents the obtained Best Cost. 
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Fig. 3. The figures show the plotted graph based on Best Cost readings as per Case 1 

Case 2: 

The readings of different parameters in case 2 are mentioned as under. 

 Maximum Number of Iterations - 40 

 Population Size (Swarm Size) - 2 

 Inertia Weight    - 1 

 Inertia Weight Damping Ratio - .98 

 Personal Learning Coefficient - 1.5 

 Global Learning Coefficient  - 1.5 

 Number of handle points  - 5 

The implementation of ACO as per parameter values mentioned in Case 2 are shown in Fig. 4. 

   

 (a) (b) 
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 (c) (d) 

   

 (e) (f) 

      
 (g) (h) 
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 (i) (j) 

     
 (k) (l) 

Fig. 4. The figure shows different stages of ACO for calculating Best Cost involved in finding Best Path from source (yellow box) to 

the destination (green star) with three obstacles (blue circles) on the way 

Fig. 5 depicts the readings of Best Cost of the first twenty iterations involved in reaching from source to destination.  

 

Fig. 5. The figure depicts the readings of Best Cost of the first twenty iterations involved in reaching from source to destination. 
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Fig. 6 depicts the readings of Best Cost of the last twenty iterations involved in reaching from source to destination.  

 

 

Fig. 6. The figure depicts the readings of Best Cost of first twenty iterations involved in reaching from source to destination 

Fig. 7 shows the plotted graph based on the readings of forty iterations as per Case 2. The X-axis represents the 

number of iterations and Y-axis represents the obtained Best Cost. 

 

Fig. 7. The figure shows the plotted graph based on the readings of forty iterations as per Case 2 

Case 3: 

The readings of different parameters in case 1 are mentioned as under. 

 Maximum Number of Iterations - 60 

 Population Size (Swarm Size) - 2 

 Inertia Weight    - 1 

http://www.jetir.org/


© 2019 JETIR May 2019, Volume 6, Issue 5                                                                      www.jetir.org (ISSN-2349-5162) 

JETIR1905S56 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 1047 
 

 Inertia Weight Damping Ratio - .98 

 Personal Learning Coefficient - 1.5 

 Global Learning Coefficient  - 1.5 

 Number of handle points  - 5 

The implementation of ACO as per parameter values mentioned in Case 3 is shown in Fig. 8. 

     

 (a) (b) 

     

 (c) (d) 

      

 (e) (f) 
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 (m) (n) 

Fig. 8. The figure shows different stages of ACO for calculating Best Cost involved in finding Best Path from source (yellow box) to 

the destination (green star) with three obstacles (blue circles) on the way 

Fig. 9 depicts the readings of Best Cost of the first twenty iterations involved in reaching from source to destination. 

 
Fig. 9. The figure depicts the readings of Best Cost of first twenty iterations involved in reaching from source to destination 

Fig. 10 depicts the readings of Best Cost of the last twenty iterations involved in reaching from source to 

destination. 
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Fig. 10. The figure depicts the readings of Best Cost of last twenty iterations involved in reaching from source to destination 

Fig. 11 shows the plotted graph based on the readings of sixty iterations as per Case 3. The X-axis represents the 

number of iterations and Y-axis represents the obtained Best Cost. 

 

Fig. 11. The figure shows the plotted graph based on the readings of sixty iterations as per Case 3 

III. CONCLUSION 

The research paper discussed the working of the ACO algorithm with obstacles. The paper implemented three 

cases with a different number of iterations. The different stages adopted to reach from source to destination via 

Best Path at Best Cost have been pictorially shown in each of the three cases. The Best Cost readings of each 
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intermediary step have been recorded to monitor the decrease in the value of Best Cost. In each case, the last 

reading of the value of Best Cost is lower as compared to the initial reading. This proves the worth of research 

conducted. In future work, the implementation can be made more dynamic by changing other parameters like the 

number of obstacles, local learning and global learning parameters.  
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