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Abstract :  Requirements, challenges and the scaling trends of the memory system over the years as well as for future applications 

are discussed. Some promising design directions to overcome challenges posed by scaling of volatile and nonvolatile memory are 

reviewed.  Introduction of high-density 6T SRAM cells  and  high mobility channel (HMC) is expected to improve the scalability 

of SRAM. Current 1T1C DRAM structure may extend for another few years, but the scaling may stop below 10nm. So, to continue 

DRAM scaling, cells with vertical gate and   capacitorless  DRAM cells are to be adopted. Presently, feasibility of multi-bit storage 

technology and multi-layer integration (MLC) are being explored  for the scaling of flash memory.  However, several emerging 

non-charge based storage  memories such as FeRAM, MRAM, PCRAM, and ReRAM are also being investigated due to  the 

difficulty in stacking  too many layers  in MLC. 

 

Index Terms - SRAM, DRAM, flash, FeRAM, ferroelectric memory. 

I.  INTRODUCTION 

Since the introduction of the integrated circuit chips in the early 1960s, the number of processing elements in a single chip has 

multiplied many folds. This has resulted in surprisingly high processing power for present day computational systems. During the 

last sixty years, the semiconducting industry was able to reduce significantly the size of the Metal-Oxide-Semiconductor-Field-Effect-

Transistor (MOSFET), which is the basic building block of all IC chips. In fact, from the days of first integrated circuit in the 60s, 

the transistor dimensions have been steadily decreasing obeying what is popularly known as Moore's law [1] which states that the 

number of transistors in a dense integrated circuit doubles about every one and a half  years resulting in low power consumption and 

higher processing speed. The semiconducting industry successfully developed many new lithographic techniques during this period, 

which caused this surprising growth in processing power.  The progress in lithographic techniques after 2010 includes the 

development of    193 nm ArF immersion with multiple patterning [2], self-aligned double and quadruple patterning (SADP and 

SAQP) [3], [4] and Extreme Ultraviolet (EUV) lithography technique [5]. As a result of these developments and the consequent 

miniaturization, the feature size of the transistor has reduced from about 10000nm in 1972 to as small as 7nm in 2018. However, 

from this extremely scaled dimensions, further reduction in device feature size, known as  system scaling, enabled by Moore’s scaling 

is being increasingly challenged due to the quantum effects that fundamentally affect the device characteristics as well as the 

inadequacy of resources such as power and interconnect bandwidth under the requirements of perpetual interaction between big data 

and instant data [6].  Instant data generation requires devices with extremely low power consumption coupled with an “always-on” 

feature. Big data requires very high computing power, large data transfer bandwidth and high memory resources to generate the 

service and information that clients need.  The goal of the semiconductor industry is to meet these emerging market requirements by 

being able to continue the progress in overall performance at reduced power and cost. 

Till 2015, the International Technology Roadmap for Semiconductors (ITRS) [7] was produced annually from 1998 by a team of 

semiconductor industry experts from major semiconductor manufacturing nations. Its primary objective was to provide guidance to 

researchers in initiating innovations in various areas of technology. In December 2012 the International Roadmap Committee decided 

to reorganize itself in order to address the renewed requirements and challenges of the evolving microelectronics industry and 

identified several key areas to be addressed in future devices,  including system integration, system connectivity, heterogeneous 

integration, diversification, miniaturization and search for alternate devices that are not based on variation of MOS technology such 

as spintronic or magnetic devices. As the goals of ITRS were reaching beyond the limits of CMOS based technologies, in 2016 the 

International Roadmap for Devices and Systems (IRDS) [8] was initiated as  the successor of ITRS. It consists of a set of predictions 

about likely developments in electronic devices and systems in future considering the key  elements of present day digital logic 

technology platform such as  speed, power, density, and cost. The More Moore roadmap of IRDS 2017 [6]  provides physical, 

electrical, and reliability requirements for logic and memory technologies to sustain power, performance, area and cost scaling for 

big data, mobility, and cloud based applications. The More Moore roadmap 2017 expects  15% increase in  operating frequency at 

scaled supply voltage, 30% less energy consumption per switching at a given performance, 30%  reduction in  chip area footprint and  

15% reduction in die cost while expecting an  increase of 30% in wafer cost every two years for the next fifteen years.  
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Future applications anticipate the simultaneous achievement of all the forecasted targets in frequency improvement, supply 

voltage scaling, power consumption reduction, chip area  reduction and cost cutting. However, many of these requirements are 

mutually competing. For instance, the expected size reduction requires more sophisticated process technologies demanding high cost 

fabrication units. . Thus, the More Moore roadmap of IRDS 2017 can be possible only  by adopting new channel materials, 

introduction of novel device architecture, advancements in contact engineering and device isolation. For instance, present day Si and 

III-V compound semiconductor channels of transistors which suffer  from threshold voltage roll off, band-to-band tunnelling, leakage 

currents and large investments in establishing fabrication  infrastructure are expected to be  replaced with high  mobility channels 

like SiGe and Ge. Difficulty  to control interconnect resistance, electromigration (EM), and time-dependent dielectric-breakdown 

(TDDB) limits are to be expected at least after 2022.  The interconnect material used in present day device is Copper. As interconnect 

resistance Cu in the ultrascaled device has already  entered an exponential increase regime,   new barrier materials are required.  

TDDB is putting a limit on the dielectric thickness, forcing a slow-down in the permittivity (κ-value) scaling. However, even if these 

advancements are realized,  ground rule scaling of the past is expected to slow down and saturate around 2028. Beyond 2028,  

transition to 3D integration and use of beyond CMOS devices for complementary System-on-Chip (SoC) functions are required.  

Scaling the memory unit of a computational system also faces these challenges, as the memory chips are usually built from 

MOSFETs and capacitors. This article reviews the requirements, challenges and the scaling trends of this key element of the digital 

logic technology,  memory scaling. 

II.  VARIOUS MEMORY UNITS  

Memory units of a computational system are either used for permanent storage of data or for temporary storage of instructions 

before and after execution by the CPU. The desirable characteristics of an ideal memory unit of a computational system are fast 

READ/WRITE (R/W) speeds, low energy consumption during R/W operation,  very long data retention ability, high R/W cycling 

endurance,  low operating voltage and excellent dimension scalability [9]. Unfortunately, many of these characteristics are mutually 

exclusive. As a result, any single  practical memory device does not possess all these  characteristics. Hence the memory subsystem 

of the computational system consists of  many components. One component is the cache memory for which data transfer from the 

CPU to other units are extremely fast due to their small R/W latency. Static random-access memory (SRAM) is commonly used as 

the cache memory of computers. Another component is called the main memory which is used to store programs and data during the 

run time operations of the CPU.  The main memory should have low energy consumption and very high read speed.  Dynamic 

random-access memory (DRAM) is commonly used as the main memory. The third memory component is for the permanent  storage 

of data and hence must have very high  memory capacity.   Flash memory is the popular storage of the present computational system. 

SRAM and DRAM are volatile (VM) while flash  is non-volatile (NVM).  The difference in the memory technologies arises due to 

the difference in charge storage mechanism;  SRAM stores the charges at the storage nodes of the transistor latch, DRAM stores the 

charges at the cell capacitor, and flash stores the charges at the floating gate of the transistor. 

III.  VOLATILE MEMORY SCALING 

3.1. SRAM Scaling 

SRAM is used as  cache memory due to high R/W speeds. SRAM is not a non-volatile memory though it can retain the information 

as long as the power is on. The chip density of  SRAM  less as it uses latches (usually 4T or 6T cells) to store data [10] [11]. Density 

of SRAM cells increased in different technology nodes in the past owing mainly to the reduction in transistor size and device 

optimization [12]. Degradation of cell metrics such as threshold voltage variations as a consequence of channel length reduction and 

the new process variability issues such as  fin thickness variation involved with the emerging device geometries like FINFETs are 

expected to pose challenges in the scaling of SRAM designs in future [13] [14] [15]. The requirement to maintain adequate noise 

margins and to control soft-error rates in the presence of random threshold voltage fluctuations has slowed down SRAM scaling after 

2017. From 2012 to 2017 the bit cell area was reduced from about 0.09 μm2 to about 0.02 μm2, whereas from 2017 the cell size has 

not been scaled down appreciably. This inability of the actual SRAM scaling (32x improvement in chip density from 90nm to 10nm 

node) to keep up with the ideal scaling  (81x improvement in chip density from 90nm to 10nm node) has resulted in significant 

cumulative loss in effective technology scaling benefits. 

3.2.  DRAM Scaling 

A DRAM  chip density is higher than SRAM, because it consists of  1T1C cells. Its READ speed is high and has lower operating 

voltages in comparison with SRAM, but its WRITE speed is less. As the data retention time is only about 100ms in DRAM, its data 

refresh time is very small,  leading to significant power consumption.  

Historically, unlike SRAM scaling, DRAM memory technology has followed more or less the ideal scaling curve achieving 

anticipated  cost per bit reduction and high-speed accompanied with low-power requirements [16]. DRAM process sizes shrank 

significantly in the past until 2016. For instance from 2008 DRAM cell node levels  were shrinking continuously from  40nm-class 

(4x node level) to 10nm class (1x node level) till 2016 when DRAM was being introduced with many new technologies such as 193 

nm argon fluoride (ArF) immersion, high-NA lithography with double patterning technology, improved cell FET technology 

including fin type transistor [17] [18] [19] and buried word line/cell FET technology [20]. However, future DRAM scaling below 

1znm technology  poses many challenges [21]  such as cost-per-bit reduction,  curbing of cell disturb margin etc. As a result, after 

2016 the scaling rate has reduced and DRAM cells are still shipped at the 1xnm node level. From 2016, DRAM products below 20 

nm regime are labeled  as 1xnm node ( 17nm to 19nm), 1ynm (14nm to 16nm), and 1znm (11nm to 13nm).  In 2016 Samsung 

announced the mass production of the industry’s first 10nm class, 8Gb, DDR4, 18nm DRAM chips after overcoming technical 

challenges in DRAM scaling using ArF (argon fluoride) immersion lithography.  It was 30% faster and consumed less power than 

the 2xnm device. SK Hynix has  announced the 16Gb, DDR5 DRAM using 1ynm process technology  that offers ultra-high speed 

and high density with reduced power consumption (30% less) and increased data transfer rate (60% higher) as compared to DDR4 to 

be released after 2018.  

Thus, it is clear that DRAM scaling after 2016 in  the 1xnm node regime progresses in  incremental steps, sometimes nanometre 

by nanometre. One of the challenges in DRAM scaling is the worsening  Row hammer  mechanism [22]. Row hammer is a wordline 

disturbance issue due to the accumulation of electrons at the interface of wordline that occurs when one wordline of DRAM chip is 

continuously addressed leading to  increased cell charge gain and error rates. DRAM cell capacitance decreases with scaling [6], 

leading to the degradation of  the refresh time performance as the refresh time is proportionate to the cell capacitance. Therefore,  
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efforts to improve the cell capacitance in the 1T1C cell to maintain refresh time at  the desired level is a key concern in future DRAM 

scaling below 1xnm technology [16]. 

1T1C DRAM structure may last for another few years, but the scaling may stop below 10nm. So the industry is looking at 

geometries such as the vertical gate,  capacitorless 1T DRAM cell and several other next-generation memory types such as phase-

change memory (PCM), ReRAM and STT-MRAM  that could replace the conventional 1T1C DRAM structure. 

IV.  NON-VOLATILE MEMORY SCALING  

Non-volatile memory (NVM) may be divided into two categories—Charge based flash memories that store the charges at the 

floating gate of the transistor, and non-charge-based-storage memories (ferroelectric or FeRAM, magnetic or MRAM, phase-change 

or PCRAM, and  resistive or ReRAM). 

4.1.  Flash Memory Scaling 

Flash memory, based on EEPROM technology has been the most popular choice for non-volatile applications because of its 

highest chip density among all memory types due to its 1T cell structure [23] and its compatibility with the current CMOS process. 

A flash memory cell is simply a MOSFET cell, except that it has stacked gate structure where a poly-silicon floating gate [24]or 

Silicon Nitride charge trap layer [25] is sandwiched between a tunnel oxide and an inter-poly oxide to form a charge storage layer. 

Flash memory scaling in the past has lagged behind the  CMOS logic device scaling, since the effective oxide thickness (EOT)  of 

the gate stack has to be very large  to control the leakage current during read and write.  

Depending on the way the memory cells are organized flash memory is classified in to NOR flash and NAND flash. In NOR 

Flash, one end of each memory cell is connected to the source line and the other end directly to a bit line resembling a NOR Gate. In 

NAND Flash, a number of memory cells are connected in series similar to a NAND gate. As a result of this cell organization, NAND 

flash may be erased, written, and read in blocks, while in  NOR flash a single machine word could be written, erased or read 

independently.   

Though the scaling of flash cell in terms of its feature size is difficult due to the difficulty in scaling EOT of the gate stack, there 

are other possibilities to increase the flash cell density. For instance, a single flash memory cell can be designed to store  multiple bits 

of data rather than the conventional HIGH and LOW levels, a property known as the multi-bit per cell storage [26]. Multi-bit storage 

technology increases memory density and thus has become a significant step in the scaling of flash. Multi-bit storage is a possibility 

in flash because many distinct threshold voltage (VT) states can be achieved in a transistor by controlling the amount of charge stored 

in its floating gate. Each flash memory cell with transistor having four different threshold voltage VT states cells can store two bits 

of data. Such flash memory chips  having two-bits/cell have already been commercialized. The feasibility of four-bits/cell flash 

memory device which requires transistors with eight different VT states is being explored by the industry vigorously [27].  

Another possibility to achieve even higher density and lower cost per chip is to adopt  multi-layer integration [28] [29] [30]. Using 

this multi-level cell (MLC) technology  SSDs up to 100 TB capacity with up to 96 layers are being shipped presently by flash chip 

manufacturers [6].  However, stacking too many layers may produce high stress that bends the wafer, limiting the applicability of 

MLC technology in future, and it is expected that flash chips  with a maximum of 192 to 256 layers are possible [6].  

4.2.  Ferroelectric Memory Scaling 

Several emerging non-flash, non-volatile memories that are not based on charge storage such as FeRAM, MRAM, PCRAM, and 

ReRAM are being explored vigorously to overcome the scaling limitations of the flash memory [6]. Here, we discuss the scaling 

trends of ferroelectric memory only since a detailed discussion on other emerging memory types can be found in the IRDS report 

2017 [6], [8].  There are two types of ferroelectric memory. One is called Ferroelectric RAM (FRAM or FeRAM) whose memory 

cell generally consists of a ferroelectric capacitor and a selection transistor, similar to  a  DRAM cell. The other is called a ferroelectric 

FET (FeFET) with a MOSFET like structure having a gate stack layer consisting of a ferroelectric layer and an electrode. Both store 

information as a polarization state of the ferroelectric material. 

FeRAM has 1T1C cells [31] similar in construction to DRAM. Non-volatility in the 1T1C cell  is  achieved  by using 

a ferroelectric layer with large residual polarization, such as lead zirconate titanate PbZrxTi1-xO3 (PZT)  or strontium bismuth 

tantalate Sr1-yBi2+xTa2O9 (SBT), instead of the dielectric layer in the capacitor of the DRAM cell. The atoms in the ferroelectric 

layer change polarity in an electric field. After the electric field is removed, the atoms remain in the  polarized state due to dielectric 

hysteresis, which makes the materials non-volatile and  the state of the memory is preserved.  FeRAM is considered as a potential 

alternative to  the flash memory that suffers from many scaling issues. FeRAM has  lower power consumption, faster write cycle,  

larger R/W endurance (as high as  1014 cycles)  and longer data retention times of more than 10 years at +85 °C  in comparison with 

flash memory chips. However, FeRAM's read process is destructive  necessitating a write-after-read architecture.  

In 1998 Evans et.al. and Eaton et.al.   independently reported practical Si-based FeRAMs [32] [33]. Significant improvement in 

read out method using non-destructive readout through pulses of UV radiation was achieved in 1991 at  NASA's  Jet Propulsion 

Laboratory (JPL). Fujitsu  started  FeRAM mass production in 1999 with La-doped PZT (PLZT) as the dielectric layer. In 

1996, Samsung  introduced a 4 Mb FeRAM fabricated using NMOS logic followed by SK Hynix in 1998. Texas Instruments  was 

able to embed  FeRAM cells using two additional masking steps during conventional CMOS semiconductor manufacture enabling  

the integration of FeRAM onto microcontrollers at reduced cost. The first commercial product using FeRAM  was Sony's Play 

Station2 Memory Card released in 2000, the  microcontroller of which contained embedded FeRAM fabricated using 

a 500nm  CMOS process. In 2001, Texas Instruments (TI)  and  Ramtron  developed FeRAM test chips with an improved 130nm 

process. In 2005, Fujitsu and Seiko-Epson jointly developed the 180nm FeRAM process. In 2015, Fujitsu announced new 

ferroelectric capacitor fabrication technology to realize the mass production of 1T1C 4Mb FeRAM with LCSPZT (La, Sr and Ca 

doped PZT) as the ferroelectric layer [34]. Several other companies, including Ramtron and Texas Instruments, are producing FeRAM 

at a large scale and also investing for the improvement of FeRAM scalability. 

FeFET, a MOSFET with  HfO2-based ferroelectric materials  as the gate insulator layer,  is an emerging  technology having high 

scaling potentials because of  their compatibility  to the CMOS process,  high switching speeds, low power consumption, and 

nondestructive readout characteristics [35] [36] [37] [38]. Based on the gate stack composition,  FeFET structures  can be classified 

in to  (1) MFS  (metal ferroelectric semiconductor) in which  ferroelectric layer F is directly deposited on top of the semiconductor S 

[39] [40] [41] (2) MFIS (metal ferroelectric insulator semiconductor)  in which a thin buffer layer (I) is introduced  between the F 

and S and (3) MFMIS (metal ferroelectric metal insulator semiconductor) in which floating conductive layer M is introduced  between  

F and L. 
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In FeFETs with MFS stack, oxide based channel materials are usually adopted  instead of Si  to alleviate  the possibility of the 

inter-diffusion of elements between the F and the substrate  and their chemical reactions. Many Ferroelectric/Channel combinations 

such as PZT /ZnO [42],  PZT / indium tin oxide (ITO) [43], PZT /Indium gallium zinc oxide (IGZO) [44],  HZO / IGZO, HZO/ 

tungsten oxide (WO) have been reported in the past few years with minimum inter-diffusion between the ferroelectric layer and the 

channel material. The MFIS gate stack structure solves the issue of  inter-diffusion by introducing a thin insulator  layer between the 

ferroelectric and the channel.  High performance MFIS-FeFETs [35] have been reported recently. In MFMIS gate stack structure, the 

ferroelectric layer  is sandwiched between two conductive layers for improving data retention potential of MFIS. HfO2-based MFMIS 

FeFETs such as Pt/ Al:HfO2 /TiN/SiO2/Si, with promising scalability have been reported recently. 

V.   CONCLUSIONS 

Size scaling and device optimization have resulted in substantial increase in SRAM cell density for different technology nodes in 

the past. However, continued channel length reduction and the associated process variability issues are expected to pose challenges 

in the scaling of SRAM designs in future. Introduction of high-density 6T SRAM cells  and  High Mobility Channel is expected to 

improve logic density, area savings  and drive current gain. DRAM cell node levels  were shrinking continuously from  40nm-class 

to 10nm class till 2016 due to the  introduction of many new technologies like  193 nm argon fluoride (ArF) immersion,  high-NA 

lithography with double patterning technology and improved cell FET technology. DRAM scaling below 1znm technology  poses 

many challenges such as cost-per-bit reduction,  curbing of cell disturb margin etc. As a result, after 2016 the scaling rate has 

decreased.  DRAM cells with vertical gate,  capacitorless DRAM cells and  emerging memory types such as phase-change memory 

(PCM), ReRAM and STT-MRAM are being explored to continue the scaling of DRAM. Multi-bit storage technology and multi-

layer integration are crucial  in the scaling of flash memory due to the difficulty in scaling EOT of the gate stack.  However, 

applicability of MLC technology may be limited due to  the difficulty in stacking  too many layers. Hence, several emerging non-

charge based storage  memories such as FeRAM, MRAM, PCRAM, and ReRAM are being explored vigorously to overcome the 

scaling limitations of the flash memory. Non-volatility in FeRAM is achieved  by using a ferroelectric layer with large residual 

polarization  in the capacitor of the 1T1C cell. FeFET, with HfO2-based ferroelectric materials  as the gate insulator layer,  is another 

emerging  technology with high scaling potentials to replace flash.  Many FeFETs with MFS, MFIS and MFMIS  gate stack structures 

with promising scalability have been reported recently, which are expected to solve the scalability issue of flash memory.  
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