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Abstract:  Touchless hand gesture recognition systems have become vital in automotive user interfaces as they improve 

safety and luxury. numerous laptop vision algorithms have utilized color and depth cameras for hand gesture 

recognition, however sturdy classification of gestures from totally different subjects performed below wide varied 

lighting conditions continues to be difficult. we have a tendency to propose AN algorithmic rule for drivers’ hand 

gesture recognition from difficult depth and intensity knowledge mistreatment 3D convolution neural networks. Our 

resolution combines data from multiple spatial  scales for the ultimate prediction. It conjointly employs spatiotemporal 

knowledge augmentation for more practical coaching and to scale back potential overfitting. Our technique achieves an 

accurate classification rate of seventy seven.5% on the exam challenge dataset.  

 

Index Terms – Hand Gesture Recognition, SLR, CNN, ML. 

I. INTRODUCTION 

 

Hand gesture recognition is vital for coming up with touchless interfaces in cars. Such interfaces enable drivers to target driving 

whereas interacting with different controls, e.g., audio and air con, and therefore improve drivers’ safety and luxury. within the 

last decade, several vision based dynamic hand gesture recognition algorithms were introduced [11, 16]. to acknowledge 

gestures, totally different options like handcrafted spatiotemporal descriptors [23] and articulated models [9], were used. As 

gesture classifiers, hidden Andrei Markov models [20], conditional random fields [24] and support vector machines (SVM) [4] 

are wide used. However, sturdy classification of gestures below wide varied lighting conditions, and from totally different 

subjects continues to be a difficult downside [25, 1, 15]. 

 

To improve classification accuracy, gesture recognition ways with multimodal sensors were introduced [14, 21, 12, 5, 13]. 

Neverova et al. with success combined RGBD knowledge from the hand region with upper body skeletal motion knowledge 

mistreatment convolution neural networks (CNNs) for recognizing twenty Italian signing gestures [13]. However, their 

technique was supposed for gestures performed inside solely. OhnBar and Trivedi evaluated numerous hand Crafted 

spatiotemporal options and classifiers for incar handgesture recognition with RGBD knowledge [14]. They reported  the most 

effective performance with a mix of bar graph of gradient (HOG) options ANd an SVM classifier. Molchanov et al. [12] 

amalgamated data of hand gestures from depth, color and radiolocation sensors and together trained a convolution neural 

network with it. They incontestable  fortunate classification results for wide varied lighting conditions, that actuated our work. 

 

Recently, classification with deep convolution neural networks has been fortunate in numerous recognition challenges [2, 8, 10, 

18]. Multicolumn deep CNNs that use multiple parallel networks are shown to enhance recognition rates of single networks by 

30.80% for numerous image classification tasks [3]. Similarly, for giant scale video classification, Karpathy et al. [7] discovered 

the most effective results on combining CNNs trained with 2 separate streams of the initial and spatially cropped video frames. 

 

Several authors have stressed the importance of mistreatment several various coaching examples for CNNs [8, 17, 19]. they need 

projected knowledge augmentation methods to forestall CNNs from overfitting once coaching with datasets containig restricted 

diversity. Krizhevsky et al. [8] utilized translation, horizontal flipping and RGB changeful of the coaching and testing pictures 

for classifying them into a thousand classes. Simonyan and Zisserman [19] utilized similar spatial  augmentation on every video 

frame to coach CNNs for videobased act recognition. However, these knowledge augmentation ways were restricted to spatial  

variations solely. to feature variations to video sequences containing dynamic motion, Pigou et al. [17] temporally translated the 

video frames additionally to applying spatial  transformations. 

 

In this paper, we have a tendency to introduce a hand gesture recognition system that utilizes depth and intensity channels with 

3D convolution neural networks. actuated by Molchanov et al. [12], we have a tendency to interleave the 2 channels to create 

normalized spatiotemporal volumes, and train 2 separate sub networks with these volumes. to scale back potential overfitting 

and improve generalization of the gesture classifier, we have a tendency to propose an efficient spatiotemporal knowledge 

augmentation technique to deform the input volumes of hand gestures. The augmentation technique conjointly incorporates 

existing spatial  augmentation techniques [8]. This work bears similarities to the multisensory approach of Molchanov et al. [12], 

however differs within the utilization of 2 separate sub networks and knowledge augmentation. 

 

We demonstrate that our system, with 2 sub networks, that employs spatiotemporal knowledge augmentation for coaching, 

outperforms each one CNN and also the baseline feature based algorithmic rule [14] on the exam challenge’s dataset. 
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II.  METHODOLOGY 

We use a convolution neural network classifier for dynamic hand gesture recognition. Sec. 2.1, shortly describes the exam 

challenge’s hand gesture dataset employed in this paper. Sec. 2.2 to 2.4 describe the preprocessing steps required for our model, 

the main points of the classifier and also the coaching pipeline for the 2 sub networks (Fig. 1). Finally, we have a tendency to 

introduce a spatiotemporal knowledge augmentation technique in Sec. 2.5, and show however it's combined with spatial  

transformations. 

 

2.1. Dataset 

 

The exam challenge was organized to judge and advance the state of the art in multimodal dynamic hand gesture recognition 

below difficult conditions (with variable lighting and multiple subjects). The exam challenge’s dataset contains eight5 intensity 
and depth video sequences of nineteen totally different dynamic hand gestures performed by 8 subjects within a vehicle [14]. 

each channels were recorded with the Microsoft Kinect device and have a resolution of one hundred fifteen 250 pixels. The 

dataset was collected below varied illumination conditions. The gestures were performed either with the correct hand by subjects 

within the driver’s seat or with the left by subjects within the front passenger’s seat. The hand gestures involve hand and/or 

finger motion. 

 

2.2. Preprocessing 

 

Each hand gesture sequence in the VIVA dataset has a different duration. To normalize the temporal lengths of the gestures, 

we first resampled each gesture sequence to 32 frames using nearest neighbor interpolation (NNI) by dropping or repeating 

frames [12]. We also spatially down sampled the original intensity and depth images by a factor of 2 to 57 125 pixels. We 
computed gradients from the intensity channel using the Sobel operator of size 3X3 pixels. Gradients helped to improve 

robustness to the different illumination conditions present in the dataset. We normalized each channel of a particular gesture’s 

video sequence to be of zero mean and unit variance. This helped our gesture classifier converge faster. The final inputs to the 

gesture classifier were 57 125 32 sized columns containing interleaved image gradient and depth frames. 

 

2.3. Classifier 

 

Our convolution neural network classifier consisted of two sub networks (Fig. 1): a high resolution network (HRN) and low 

resolution network (LRN), with network parameters WH and WL, respectively. Each network, with parameters W, produced 

class membership probabilities (P (Cjx; W) for classes C given the gesture’s observation x. We multipled the class membership 

probabilities from the two networks element wise to compute the final class membership probabilities for the gesture classifier: 

 

P (Cjx) = P (Cjx; WL)  P (Cjx; WH ): (1) 

  

 

We predicted the class label c = arg max P (Cjx). The networks contained more than 1:2 million trainable parameters. 

The high resolution network consisted of four 3D convolution layers, each of which was followed by the maxpooling 

operator. Fig. 1 shows the sizes of the convolution kernels, volumes at each layer, and the pooling operators. We input the output 
of the fourth 3D convolution layer to two fully connected layers (FCLs) with 512 and 256 neurons, respectively. The output of 

this high resolution network was a softmax layer, which produced class membership probabilities (P (Cjx; WH )) for the 19 

gesture classes. 

 

We input a spatially down sampled (via NNI) gesture volume of 28 62 32 interleaved depth and image gradient values to the 
low resolution network. Similar to the HRN, LRN also comprised of a number of 3D convolution layers, each followed by a 

maxpooling layer, two FCLs, and an output softmax layer that estimated the class membership probability P (Cjx; WL) values 

(Fig. 1). 

 

All the layers in the networks, except for the softmax layers, had rectified linear unit (ReLU) activation functions: 

 

f(z) = max(0; z): (2) 

 

2.4. Training 

 

The process of training a CNN involves the optimization of the network’s parameters W to minimize a cost function for the 

dataset D. We selected negative log likelyhood as the cost function: 

 

(3) 
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Figure 1: Overview of our CNN classifier 

 

We performed optimization via stochastic gradient descent with mini batches of 40 and 20 training samples for the LRN and 

the HRN, respectively. 

 

III. RESULT AND DISCUSSION 

We evaluated the performance of our dynamic hand gesture recognition system using leave-one-subject-out cross validation 

on the VIVA challenge’s dataset [14]. We used data from one of the 8 subjects for testing and trained the classifier with data 
from the 7 remaining subjects; we repeated this process for each of the 8 subjects and averaged the accuracy. Fig. 6 shows the 

performance of the LRN during training. We applied various forms of regularization to the network in order to prevent 

overfitting even after a large number of training epochs. Data augmentation and drop-out were key components to successful 

generalization of the classifier. 

The correct classification rates for our gesture recognition system are listed in Table 1. We compared our classifier to the 

baseline method proposed by Ohn-Bar and Trivedi [14], which employs HOG+HOG2 features. Both the low and high resolution 

convolution neural networks that we proposed, outperformed Ohn-Bar and Trivedi’s method by 9.8% and 5.5%, respectively. 

Furthermore, the final classifier that combined the outputs of LRN and HRN outperformed the baseline method by 13.0%. 

Moreover, 52% of the final classifier’s errors were associated with the second most probable class. The results indicate that our 

CNN based classifier for in-car dynamic hand gesture recognition considerably outperforms approaches that employ handcrafted 

features.  

 

 

 

Table 1: The classification results for leave one subject out cross validation Both the LRN and the HRN outperformed the 

HOG based approach [14]. Our final classifier, which combined the LRN and the HRN resulted in the best performance. 
 

 

Figure 1: Performance chart according to result. 

 

CNNs have been shown to be effective at combining data from different sensors [12]. We compared the performance of 

early and late fusion of sensors in the CNN architecture. In Table 2, we present the correct classification rates for the LRN 

trained with different input modalities. Observe that, individually, the depth data (accuracy = 65%) performed better than the 

intensity data (accuracy = 57%). On element wise late multiplying the class membership probabilities of the two LRNs trained 

individually with the two modalities, the accuracy improved to 70:4%. However, the highest accuracy of 74:4% was obtained 

when the LRN was trained with interleaved depth and image gradient frames as input. 
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Figure 2: Acquiring inputs from user using RGB Camera. 

 

 

Figure 3: Cropping of hand from images. 

 

 
Figure 4: Palm datasets 

 

 
 

Figure 4: Plot chart as per result. 
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Figure 5: Fetching Result as per hand pose. 

 

In Table 3, we present the correct classification rates for the low resolution network with different forms of data 

augmentation. We observed that the training error increased on enabling data augmentation. However, the test error decreased. 

This demonstrates that the proposed data augmentation method successfully reduced overfitting and improved generalization of 

the gesture classifier. Additionally, we observed that image gradients increased the final correct classification rate by 1:1%, and 

spatial and temporal elastic deformations applied to the training data increased it by 1:2% and 1:72%, respectively. 

 

Table 4 shows the confusion matrix of our proposed final classifier. Our classifier often confused between the Swipe and 

Scroll gestures performed along the same direction. Many gestures were misclassified as the Swipe down gesture. The Rotate 

CW/CCW gestures were difficult for the classifier. The classifier also had difficulties with distinguishing between the Swipe + 

and the Swipe X gestures. The Tap3 gesture produced 38% of the misclassifications. 

 

The classifier’s less confident decisions can be rejected by setting an empirical threshold. This helps to increase the correct 

classification rate, but at the cost of a greater number of missed gestures. Fig. 7 demonstrates this tradeoff for our gesture 

classifier at various confidence threshold values. 

 

IV. CONCLUSION 
 
We developed an effective method for dynamic hand gesture recognition with 3D convolution neural networks The proposed 

classifier uses a fused motion volume of normalized depth and image gradient values, and utilizes spatiotemporal data 
augmentation to avoid overfitting. By means of extensive evaluation, we demonstrated that the combination of low and high 
resolution sub-networks improves classification accuracy considerably. We further demonstrated that the proposed data 

augmentation technique plays an important role in achieving superior performance. For the challenging VIVA dataset, our 
proposed system achieved a classification rate of 77.5%. Our future work will include more adaptive selection of the optimal 
hyper parameters of the CNNs, and investigating robust classifiers that can classify higher level dynamic gestures including 

activities and motion contexts. 
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