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Abstract : Rainfall prediction aims to determine rainfall over a particular location. It is important for agriculture and 

other industry as well as the economy of the country. Accuracy in prediction could decrease the number of fatalities. 

Correct and in time information about rainfall can be helpful to take a decision on an on-going construction project, 

transportation business, flight navigation, etc. In the current work, a Hybrid Neural Network (HNN) model is 

proposed for the prediction of rainfall. HNN model gains the accuracy of 93.74%. The dataset used in this work is 

of Gwalior region over the period from 1990 to 2018. 

Index Terms : Rainfall Prediction, Artificial Neural Network (ANN), Clustering, Classification, Expert Models, Levenberg-

Marquardt Backpropagation, sequentialfs. 

 

I. INTRODUCTION 

One of the vital things of nature is Rainfall, which acts as bane & boon both for mankind. 

Prediction of rainfall would be of great help. Many related types of research have been done. Natural Calamities like drought, a 

flood is all affected by rainfall. Thus, there is a need to predict rainfall accurately. 

There are several parameters affecting rainfall, some are:- Temperature, Wind direction, Cloud Cover, etc. 

Broad Classification of Rainfall can be done in 2 categories:- 

First by observing physical relation between the parameters responsible for rainfall in a particular area. This approach is temporal 

and spatial as well as not computationally feasible as it involves lengthy mathematical calculations. 

The second approach is uncovering unseen patterns of different parameters that affect rainfall, how they are literally related to 

physical rainfall. This approach is much more feasible. 

Many research has validated that a knowledgeable system based on Neural Network (NNs) are remarkably accurate and robust 

in solving real-life problems. 

Prediction of the class label of a hidden sample can be very well done by a trained ANN. 

The most widely applied method for rainfall prediction is ANN. 

They can catch and signify the complex relations of the data being modeled, as they are powerful and flexible. Many comparison 

works have been done of models based on ARIMA, MLP-FFN. These models are suitable and reliable. 

In ANN different learning algorithm can be applied to train the model. The learning algorithm tries to find out the best set of 

weights for the NN connections to reach the goal/target set. In the Training phase, an error function is usually reduced. 

In the current work, an HNN model has been proposed to forecast rainfall based on parameters like Temperature, Cloud Cover, 

Humidity, etc. 

The hourly data of Gwalior region (India) is collected over a period from 1990 to 2018. In the training phase, first, the dataset is 

divided into 2 clusters via k-means. Succeeding, each cluster is trained using distinct NN. The experimental results established 

the lead of the proposed model over the well-known perceptron neural model. 

The remaining paper is as tails, section 2 illustrate the proposed HNN model in detail, including the training process. Next section 

3, the experimental method is discussed and in the last section, the results of the experiment have been testified for the conclusion. 
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II. PROPOSED METHODOLOGY 

In this work, an HNN model has been proposed in which different NN is used for each cluster to train them to identify 

the patterns of that cluster only. 

Steps are as follows:- 

1. In the first step, the greedy feature selection algorithm (sequential feature selector) is applied to extract out the 

best promising features from the raw dataset.  

 

2. NN based classification- 

The ANN is one amongst the foremost used approaches. It attains correct cataloging even with the 

terribly tiny dataset. It will deal with the general relationships throughout its training stage. The ANN structure 

is consisting of interrelated computational neurons, which concerned in the mathematical mapping through the 

learning method, that plan to regulate the weight value. Primarily, the training section is started by a locality of 

the dataset to classify its inputs alongside its class label to form the classification model. Subsequently, the 

validation section is performed to verify the efficiency of the trained model exploitation another dataset. Finally, 

the analysis section is employed to check the cataloging model accuracy exploiting another set of test data. 

 

3. K-means clustering 

The clustering can be stated as a segregating problem where a set of points are to be allocated into clusters such 

that the squared error among the cluster centers and the rest of the cluster is reduced. k-means (k=2) clustering 

algorithm is used. After that separate NN is used to train each cluster.  

 

4. Hybrid Neural Network model 

In the proposed HNN model first clustering is done on data using the k-means algorithm. After that separate NN 

is employed on each cluster and trained to build the model. 

 
Fig. 1. Method Flow Diagram of Current Study including feature selection. 
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A comparison work is also carried to prove that feature selection approach gives better  performance. Below is a flow 

diagram which states the working of the model without feature selection. 

 

Fig. 2. Method Flow Diagram of Current Study without feature selection. 

 
III. EXPERIMENTAL METHODOLOGY 

Hourly dataset of rainfall over Gwalior region having attributes as humidity, cloud cover, precipitation, temperature, etc, is 

gathered from the year 1990 to the year 2018. Features of the dataset are described in Table 1. 

Attributes Description 

  

Year Duration of Data (in Years) 

Month Duration of Data (in Months) 

Day Duration of Data (in Days) 

Hour Duration of Data (in Hour) 

Minute Duration of Data (in Minute) 

Temperature Average Temperature of that region 

Humidity Relative Humidity of that region 

Sea Level Pressure Mean Sea Level Pressure of that region 

Cloud Cover Total Cloud Cover over that region 

Wind Speed Average Speed of Wind in that region 

Wind Direction Direction of Wind 

Precipitation Total Rainfall received in that region 
Table. 1. Attribute Set of Raw Dataset. 

Here attribute Precipitation is set as Target, and among the rest attributes, feature selection is done to determine the most 

promising features.   

First Sequential Forward Selection (SFS) algorithm, a member of the greedy forward selection method, is applied on the dataset 

to extract best promising features for predicting rainfall, as an improper/ill-suited set of features have an adverse effect on the 
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performance of ANNs. SFS first consider each feature as a single set of features then it keeps on adding new features based on 

a greedy improvement approach. 

Table 2 shows the features selected in a tabular manner. 

Attributes Description 

  

Temperature Average Temperature of that region 

Humidity Relative Humidity of that region 

Sea Level Pressure Mean Sea Level Pressure of that region 

Wind Speed Average Speed of Wind in that region 

Wind Direction Direction of Wind 
Table. 2. Attribute Set after performing Feature Selection. 

 

Now, these top 5 selected attributes (Humidity, Sea Level Pressure, Temperature, Wind Speed & Wind Direction) are considered 

as Inputs to the Neural Network.  

 

Fig. 3. Shows Neural Network Structure. 

After that the dataset is grouped into 2 clusters using the K-means algorithm (let k=2), Next, the data of each cluster is trained 

using a separate neural network. Here the Learning Function used is Levenberg-Marquardt which has a property of reducing 

error function while transferring data in between the hidden layers. This acts as Local error minimization and optimized results 

are obtained. 

Data is divided into a training dataset (70% of feature selected dataset), testing dataset (15% of feature selected dataset) and 

dataset for cross-validation (15% of feature selected dataset). 

Measuring parameters are described as Accuracy, Recall, Precision & F-Measure. 

Accuracy=(trp+trn)/(trp+trn+flp+fln) 

Recall=trp/(trp+fln) 

Precision=trp/(trp+flp) 

F-Measure=2*((Recall*Precision)/(Recall+Precision)) 

Where trp: true positive 

trn: true negative 

flp: false positive 

fln: false negative,            generally the constituents of confusion matrix. 

 

IV. EXPERIMENTAL  RESULTS 

 

The experiment is executed by following the steps mentioned in section  III. 

Table 3 states the Performance Measure of HNN Models with and without Feature Selection. Before feature selection, the HNN 

Model gains 86.26% Accuracy, 88.34% Precision, 94.24% Recall, and 91.19 F-Measure. However, after performing feature 

selection, better results were obtained 93.74% Accuracy, 88.48% Precision, 94.49% Recall and 91.39% F-Measure. 

Figure 4 shows Best Validation Performance is 0.14468 at epoch 46. 
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 Figure 5 shows the regression values at different stages. Regression value at Training Stage is R=0.557 with Output 

equation=0.31*Target+0.2. Regression value at Testing Stage is R=0.566 with Output equation=0.32*Target+0.2. Regression 

value at Validation Stage is R=0.546 with Output equation=0.3*Target+0.21. Overall Regression value is R=0.557 with Output 

equation=0.31*Target+0.2 

 

Performance Measure HNN (without feature 
selection) 

HNN (with feature selection) 

Accuracy 86.26 93.74 

Precision 88.34 88.48 

Recall 94.24 94.49 

F-Measure 91.19 91.39 

Table. 3. Performance Measures 

 

 

Figure. 4. A plot of MSE vs. epochs 

Figure. 5. 

Regression plot of different stages. 
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V. CONCLUSION 

Rainfall plays an important part in determining the weather condition of a local region as well as natural disasters such as 

Drought, Flood, etc. Advance knowledge about weather condition will benefit Agricultural sectors and take precautionary steps 

if needed. The national economy is also benefitted directly by this. There is a need for an accurate & robust model to predict 

rainfall. In the present work HNN, based prediction model for predicting rainfall has been proposed. Experimental results have 

recommended that while predicting rainfall, feature selection can sensibly progress the performance. In the present work, high 

accuracy of 93.74% is achieved while predicting rainfall. 
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