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                                                                         ABSTRACT    
 With the development of information security, the traditional image encryption algorithm has been far from to 

ensuring the security of images in the transmission process. This paper presents a new image encryption algorithm, 
which can improve the security of image during transmission more effectively. The traditional scrambling algorithm 

based on Arnold transformation only applies to the square area, which is a big limitation. Focus on this, a multi-region 

algorithm for image scrambling encryption model is proposed, which splits the non-square image to multiple square 

regions, and scrambles each region .The personal facial images should not be browsed without permission. online 
facial biometric verification needs to be carried out in the scrambled domain, thus a new challenge to face 

classification. In this paper, we investigate face verification issues in the scrambled domain and propose a novel 

scheme to handle this challenge.In this paper propose to make feature extraction from scrambled face images robust, a 
biased random subspace sampling scheme is applied to construct fuzzy decision trees from randomly selected features, 

and fuzzy forest decision using fuzzy memberships is then obtained from combining all fuzzy tree decisions. 

                                               
                                                               1.  INTRODUCTION 

 

This project deals with the topic of face recognition techniques using digital image processing. Face 
recognition has always been a very challenging task for the researches. On the one hand, its applications 

may be very useful for personal verification and recognition. On the other hand, it has always been very 

difficult to implement due to all different situation that a human face can be found.[6] Nevertheless, the 

approaches of the last decades have been determining for face recognition development. Due to the 

difficulty of the face recognition task, the number of techniques is large and diverse. In addition, the 

applications involve a huge number of situations. Although we can find many other identification and 

verification techniques, the main motivation for face recognition is because it is considered a passive, no 

intrusive system to verify and identify people.[3] There are many other types of identification such as 

password, PIN (personal identification number) or token systems. Moreover, it is nowadays very 

instilled the usage of fingerprints and iris as a physiological identification system. They are very useful 
when we need an active identification system; the fact that a person has to expose their body to some 

device makes people feel being scanned and identified. The pause-and declareinteraction is the best 

method for bank transactions and security  areas; people feel conscious of it, as well as comfortable and 

safe with it. However, we do not want to interact with people that way in many other applications that 

required identification. For example, a store that wishes to recognize some customers or a house that has 

to identify people that live in there. For those application, face as well as voice verification are very 

desirable. It is also important that an identification technique is closer to the way human beings 

recognize each other. [5] As it has already said previously, the applications for face recognition are very 

varied. We can divide them into two big groups, the applications that required face identification and 

the ones that need face verification. The difference is that the first one uses a face to match with other 
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one on a database; on the other hand, the verification technique tries to verify a human face from a 
given sample of that face.[6] Face recognition could be also divided into two different groups, according 

to their field of application. The main reason for promoting this technique is law enforcement 

application; however, it can also be used for commercial application. Among the law enforcement 

applications, some representative examples are mug shot albums, video surveillance and shoplifting.[3] 

Concerning commercial applications we can differentiate between entertainment (video games, virtual 

reality and training programs), smart cards (driver’s license, passport and voter registration) and 

information security (TV parental control, cell phone and database security) It has already been stated 

that face recognition techniques have always been a very challenging task for researches because of all 

difficulties and limitations. Human faces are not an invariant characteristic; in fact, a person’s face can 

change very much during short periods of time (from one day to another) and because of long periods of 
time (a difference of months or years). One problem of face recognition is the fact that different faces  

could seem very similar; therefore, a discrimination task is needed. On the other hand, when we analyze 

the same face, many characteristics may have changed. Ones of the most important problems are 

changes in illumination, variability in facial expressions, the presence of accessories (glasses, beards, 

etc); finally, the rotation of a face may change many facial characteristics.                                              
                  

                                                               2.  LITERATURE SURVEY  

 
The author A.Melle and J.-L. Dugelay propose, The pervasive adoption of video surveillance systems 

demands tools for protecting the privacy of the persons being monitored. Current solutions are either native 

or they lack of important characteristics, such as reversibility or visual quality preservation. In this paper, we 

propose a novel scrambling procedure for protecting privacy sensitive image regions, which encodes the 

sensitive data in a parametric form, exploiting the visual information in the remaining part of the image. The 

encoded data is encrypted with a secret key. Partial knowledge of encryption key gives a protected version 

of the original image at variable levels of scrambling, while the knowledge of the full key allows decryption 

to a quality level suitable for people identification. To evaluate the proposed approach, we apply our 

scrambling filter to the AT&T face recognition dataset and we measure the resulting quality with an 

objective metric[1] 

 

The author T.Winkler and B. Rinner, propose a Visual Sensor Networks devices come with image sensors, 

adequate processing power and memory. They use wireless communication interfaces to collaborate and 

jointly solve tasks such as tracking persons within the network. VSNs are expected to replace not only many 

traditional, closed-circuit surveillance systems but also to enable emerging applications in scenarios such as 

elderly care, home monitoring or entertainment. In all these applications, VSNs monitor a potentially large 

group of people and record sensitive image data which might contain identities of persons, their behavior, 

interaction patterns or personal preferences. These intimate details can be easily abused for example to 

derive personal profiles. The highly sensitive nature of images makes security and privacy in VSNs even 

more important than in most other sensor and data networks. However, the direct use of security techniques 

developed for related domains might be misleading due to the different requirements and design 

challenges[2] 

 

 

 

The author S. Hosik,W. De Neve, and Y.M. Ro, propose a privacy-protected video surveillance system that 

makes use of JPEG extended range (JPEG XR). JPEG XR offers a low-complexity solution for the scalable 

coding of high-resolution images. To address privacy concerns, face regions are detected and scrambled in 

the transform domain, taking into account the quality and spatial scalability features of JPEG XR. 

Experiments were conducted to investigate the performance of our surveillance system, considering visual 

distortion, bit stream overhead, and security aspects. Our results demonstrate that subband-adaptive 

scrambling is able to conceal privacy-sensitive face regions with a feasible level of protection. In addition, 
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our results show that subband-adaptive scrambling of face regions outperforms subband-adaptive 

scrambling of frames in terms of coding efficiency, except when low video bit rates are in use.[3] 

 

The author Z. Tang and X. Zhang propose a Encryption is an efficient way to protect the contents of digital 

media. Arnold transform is a significant technique of image encryption, but has weaknesses in security and 

applications to images of any size. To solve these problems, we propose an image encryption scheme using 

Arnold transform and random strategies. It is achieved by dividing the image into random overlapping 

square blocks, generating random iterative numbers and random encryption order, and scrambling pixels of 

each block using Arnold transform. Experimental results show that the proposed encryption scheme is 

robust and secure. It has no size limitation, indicating the application to any size images[4] 

 

                                                      3. SYSTEM ARCHITECTURE 

Preprocessing step is especially for hiding the information of the digital image, which is also known as 

information disguise. In pre-processing Arnold transform method is used to scramble the image from the 

given dataset. Then the scrambled images are forwarded to fuzzy forest learning process in which more 

number of fuzzy decision trees are constructed from the selected features. The decision of the forest is 

utilized for the final decision where the fuzzy vector membership is created for each tree. This is forwarded 

for further process. Then inverse Arnold transform is used to retrieve the original image from the scrambled 

.                                              

                                                  
 

A. Filterring of input image 
Public image datasets are used for this experimental purpose. The image dataset comprises of around 50 

bitmap images of size 92*112 dimensions. The input image is filtered in order to remove the additional 

noise in image since it reduces the clarity of the image. For filtering of image Gaussian filter is applied. It 

removes the Additive White Gaussian Noise that are added during the transmission of image to the receiver. 

This filtering process before scrambling of image further improves the accuracy. 
 

B. Arnold transform for face Scrambling 
After applying the scrambling technique the image is changed into meaningless pattern of the image. This 

process is called information hiding that is original information is hide. For information hiding a non-

password security algorithm is provided as the scrambling image technology and it is based on the data 

hiding technology. After the scrambling is done the image becomes chaotic and the public cannot know the 

http://www.jetir.org/


© 2019 JETIR June 2019, Volume 6, Issue 6                                                             www.jetir.org (ISSN-2349-5162) 

JETIR1906H23 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 322 
 

original image. Even this streamed through public network the visual content cannot be track by the public 

and unauthorized users. As a result the privacy can be protected. 

 

 

IMPLEMENTATION OF FUZZY FOREST LEARNING METHOD 
 

A. SUBSPACE SAMPLING METHOD 

Improvement in the accuracy can be done by using multiple classifiers in the random forest. It is the main 

aim of subspace. From this features of spaces randomly subspaces are selected. Minimum numeral of 

dimensions is selected. In this technique each classifier depends on the lower dimensional subspaces in a 

randomized selection. Initially small numbers of trees are built rather than large number of trees for 

constructing forest because increase number of features gives more option for decision as that complexity of 

the forest increases the accuracy increases. In subspace sampling method the major features are given more 

weight age in comparison to other features. The major features include regions like eyes mouth etc. These 

features are more important because the human beings can recognized them better. 
 

B. FUZZY TREE CONSTRUCTION 

A fuzzy decision tree can be constructed using the selected features subspace after selecting the features 

from each tree. The selected features space can be projected as eigenvector based subspace. The dimension 

reduced Eigen subspace used for constructing the decision tree. In each subspace which is selected 

constructs the trees and then by using all training data the trees fully divided. The training samples are same 

as leaves numbers in the tree which is having larger number of branches. In each node the query members is 

computed in each tree for decision. Thus, the fuzzy training samples are derived. As the result, the final 

output rather than the simple binary decision, fuzzy tree are created from the vector membership. 

 

 

                                                            4. ALGORITHAMS 
 

A.FACIAL FEATURE EXTRACTION 

Input : Data set, set of images 

Output: Feature extracted image 

Process: Image path is given as input using image path function. I am reads the original image from the 

given path. Build detector detects the face and extracts features from space. I am show displays the feature 

extracted. 

 
1. ARNOLD TRANSFORM ALGORITHM FOR IMAGE SCRAMBLING 

Input : Grayscale or RGB image of the size M X N 

Output: Scrambled image 

Process: Arnold transform is applied over the input image. The algorithm swaps the pixel at a point (x,y) to 

a new point (x1,y1). It takes P transform period for the entire image to be swapped. The same procedure is 

repeated for K number of times. Thus the scrambled image is obtained. 

 
B.TRAINING PROCEDURE FOR FUZZY FOREST LEARNING 

Input: Scrambled data set for training. 

Output : Construction of forest from decision trees. 

Process : A new feature space is built using centre biased map which is multiplied with a constant weighting 

factor. The following procedure is repeated for N trees.Generation of N index numbers in random using the 

index number to subsample.Construction of tree from subspace. 

 
C. TEST PROCEDURE FOR FUZZY FOREST LEARNING 

Input : forest constructed from decision tree and scrambled image. 

Output: Fuzzy final memberships are formed from all classes. 

Process: For the created 'K, number of Fuzzy trees similar subsamples are created. Then the features are 

projected using the Eigen vectors. Finally the membership vector is calculated and the final fuzzy decision is 

obtained. 

 
D. FUZZY DECISION TREE 

Input : Test images for the matching purpose 
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Output: Displays the matched image 

Process: The scrambled image is taken and the features are extracted at Eigen distances. The final decision 

after the fuzzy constructed image is compared with the matched image. imshow displays the matched image 

 

                                           5.  Results And Discussion 

 

                                   
              

                                                    Fig1: original Image 

 

Fig-1 shows an image from the public dataset used for experimental purpose. The image before being given 

as input, it is preprocessed for better results. The noise from the image is filtered before undergoing the 

Arnold transformation. 

 

 

                                 
                                     Fig2: Filter image to the original image 
  

Removing the noise added to the image will give a better image after the scrambling and inverse scrambling 

process.Fig-2 shows the filtered image. The filtered image is given as input for Arnold transforms. 

Arnold transform is applied to the given input image. The input image can be a Grayscale or RGB image. 

The coordinates of the original image are dislocated. That is the pixels are traversed from one point (x,y) to 

some new point (x1,y1). The process is carried for 'N' number of specified times. Then the scrambled image 

can be obtained. Fig-3 shows the scrambling of the filtered image using Arnold transform. The scrambled 

image is chaotic thus maintaining the privacy over the distribution of image. Now when the image is to be 

matched fuzzy system is being used. Any further processing of the image must be carried out in the 

scrambled domain. Image remains secure and their will be no loss of data during the retrieval of the image 

as in other image hiding methods as masking, cartooning. The key factor involved in the image recovery is 

the constant using which the pixel points where multiplied to obtain a new location and the number of times 

this particular multiplication i.e. the number of shifts must 

be known in order to recover the image back. 
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Fig3: Scrambled image 

The test image is the scrambled image which uses the fuzzy forest learning scheme to randomly selecting 

the features from the scrambling domain for the feature classification of the images and then the selected 

features are used to construct various number of fuzzy trees. The scrambled image is given as an input for 

the test, where the fuzzy vector of membership is constructed by the decision trees. 

 
Fig-4 Fuzzy constructed image 

  

The fuzzy vector of membership is then forwarded to the forest decision process where this process then 

weighs each tree comparing along with all other trees. The final decision is based on all the decision tree 

outputs. After the complete process of fuzzy forest learning the scrambled image tested to match the original 

face image of a person. If the scrambled image is tested correctly with original image then it gives the result 

as matched image by giving the equivalent image same as the original image. 

   

                                         
                                                 Fig-5 De-Scrambled image recovery 

 

Consider the case where the image in the video of some surveillance camera must be revealed by some 

officials then the inverse Arnold transform is used to re-locate the traversed pixels back to its original 

position. This method of re-locating only requires the parameter of pixel shift 'N'. Fig-5 shows the de-

Scrambling of the chaotic image back to the original form. De-scrambling using the inverse Arnold 

transform is simple since it only requires the constant with which the pixel location was multiplied to obtain 

a new location. After the inverse Arnold transform the original image is displayed as the output.  
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The above figures show the comparison of the time taken by the Arnold transform to scramble the original 

image and the time taken by the inverse Arnold transform to de-scramble the image to original  and the 

values of the true positive rate, false positive rate, accuracy and precision respectively. 

 

                                                                   6.CONCLUSION 

 

In this paper, a successful robust Fuzzy Forest Learning scheme for facial biometric verification in the 

scrambled domain is developed. In this scheme, to extract the features from scrambled face images robust, a 

biased random subspace sampling scheme is applied to construct fuzzy decision trees from randomly chosen 

features. Then, a fuzzy forest decision is obtained from all fuzzy trees features by the weighted combination 

of their fuzzy decision vectors of membership.From the final decision taken by combining the resulting 

values of the individual fuzzy decision trees a particular image that matches the original image is chosen. 

Later, the particular image is descrambled by applying the inverse Arnold transform method. On comparing 

with the Arnold transform, inverse Arnold transform consumes more time.  
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