
© 2019 JETIR June 2019, Volume 6, Issue 6                                                             www.jetir.org (ISSN-2349-5162) 

JETIR1906K70 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 575 
 

A Comparative study of Pig and Hive through 

Web Visitor Data Analytics 

1Prashant Mishra, 2Dheeraj Rane, 
1M.Tech in Computer Science, 2Assistant Professor in Computer Science, 

1Department of Computer Science & Engineering,  
1Medi-Caps University, Indore, India 

 

Abstract:- Although cloud comes with infinite capacity, still optimizing the processes will increase the efficiency of computing 

infrastructure. In present scenario, enormous data equivalent to the size of peta bytes get induced in micro second, and hence 

conventional data processing approach will not suffice. For such huge data, big data proves to be a solution. From big consumer 

stores mining shopper data to Google are using online search through big data. In order to extract information from big data Pig 

and Hive can be used. The question that arises here is: "What is the need of having both when one can serve the purpose?". In this 

work, a relative analysis is done between Pig and Hive by utilizing webf visitor data record. For this analysis, web visitor dataset 

is stored in Hadoop, and later by using MapReduce framework Pig and Hive are configured. Further, for comparing the query 

execution time, a record of queries is prepared and then experimented on both Pig and Hive. After result analysis it was perceived 

that query processing time of Hive is less as compared to Pig for the deployed web visitor dataset.    
 

IndexTerms - Big Data,  Computing Analytics,  Hadoop, Hive, Pig. 

I. INTRODUCTION 

Number of organizations utilizes the services of data warehouses for analytics. In these organizations, management 
makes the decisions for the organization’s growth by analyzing related data. Thus, for  making decisions accurately, we need to 

process data accurately. But this data is found in the huge quantity that is counted in terms of peta bytes. Such an amount of 

data cannot be handled by any single centralized server. 
 

On the other hand, the Internet has provided help to improve business and their growth, even smaller scale and internet 

tycoons like Google, both are managing their data using Big Data. For example, Facebook holds about 10 billion photos or 2-

3TB image data per day [1]. The huge data size and distributed computing infrastructures create  a new set of challenges for 

management and computation like data mining, machine learning and others. A large amount of time and cost is invested in 
managing and extracting the targeted data from this huge  amount  of data. Therefore, efficiency is key a requirement of the 

analytics. 

The Rapid growth of technology increases the need of end users as well as increases the processing cost of the data in an 
organization. Resource utilization in organizations such as computing power and the network transfer abilities is also 

increasing. So, traditional computation technology becomes out-dated and new technologies and tools are required. In order 

to successfully resolve the issue of processing huge data, Big Data and Big Data analytics provide a trustworthy solution. Big 
Data [4] is a huge amount of data to be processed additionally adds up the technique and infrastructures (software and 

hardware)  to  find  the required data according to the end user need. Hadoop [5] is an open source software platform, 

designed to store and process Big Data. 
 

In this work, the Big Data and its environment have been evaluated and investigated. Two programming tools of 

Hadoop are utilized namely Pig and Hive [6]. Both the techniques are used for efficient processing of data and delivering the 

high quality of results. Thus, first of all it is required to find a way, how the data is taken as input to these programming 
tools and, how an end user can find the required data from the system. Both programming tools are utilized to find the best 

technique for evaluation of data according to the need of end clients. Firstly, the initial steps of installation are performed and 

then the data is stored over HDFS file system. Further for comparative performance analysis a process model is provided to 

execute the user query and performance evaluation. 

 

Section 2 explains the system architecture of the proposed work along with Pig and Hive architectures. Section 3 explains 

the performance analysis of  the  experiment. Section 4 contains the conclusion and then references are given. 

 

II. SYSTEM ARCHITECTURE 

 

The proposed system architecture for performing the comparative study between Pig and Hive is demonstrated in Fig. 1. 

 

In order to perform the comparative study of both the targeted technologies, a Big Data environment is required to develop 

first. The proposed comparative performance study platform is developed using the Hadoop and MapReduce technology. 

Hadoop is basically a storage technology that scales self for storing huge amount of data as required by the scales self for 

storing huge amount of data as required by the application. Additionally the MapReduce framework provides support to reduce 

and map the data for the data analytics. 
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                                                  Fig. 1: Proposed System 

 

Therefore, the input data is first of all hosted over the Hadoop repository and then using the MapReduce framework the 

data is processed in Pig and Hive infrastructures. The command line interface is used to make queries on the data over Pig 
and Hive with the similar dataset and the similar query one by one. After processing of data and execution of user queries over 

both the environments, the amount of time is estimated as performance analysis of the system. 

 
The layered architecture of Pig is given in Fig. 2. In this diagram the initial HDFS file system is used to store the data 

and MapReduce is utilized for further processing. In order to scale the performance of MapReduce the Pig is attached as the 

supporting tool to the MapReduce. 

 

Pig is an application that works on top of the MapReduce, Pig is written in Java and compiles Pig Latin scripts into 

MapReduce jobs. Think of Pig as a compiler that takes Pig Latin scripts and transforms them in Java. 

 

 Pig is an application that runs on top of the MapReduce and abstracts Java MapReduce jobs away from developers. 

 Pig Latin uses fewer line of code than the Java Map Reduce script. 

 Pig Latin script is easy to read by one without a Java background. 

 MapReduce jobs can be written in Pig Latin. 

 

 
 

                                                        Fig. 2: Pig Architecture 

 

Pig is an open-source programming tool, projects are developed under Apache Software Foundation. Pig is 

described as a data flow engine that is used to process large data sets. Companies like Yahoo use Pig to deal 

with their data. The language used by Pig is Pig Latin which handles one or more physical data flow jobs and 

then also carries out execution of these jobs. Pig currently uses the Hadoop open-source Map- Reduce 

implementation as its physical dataflow engine .Pig allows three modes of user interaction 

1. Interactive Mode: In this mode an interactive shell, called Grunt, accepts Pig commands and is triggered only 
when the user asks for output through the STORE command. 

 

2. Batch mode:  In this mode a  series of Pig commands, typically ending with STORE  are submitted by users 

as a prewritten script. The semantics are identical to interactive mode. 

 

3. Embedded mode: Pig Latin commands can be written using Java program via method invocations which in 
turn permits dynamic construction of Pig Latin programs, as well as dynamic control flow. 

 

The  component  diagram  of  Hive  with  their  d ifferent functional units is defined as: 

 
1. User Interface: Hive is datawarehouse infrastructure software. The user interface is prepared to create 

interaction between user and HDFS. The user interfaces that Hive supports are a Web User Interface, Hive 

command line, and Hive HD Insight. 
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2. Meta Store: Hive has a Meta Store database server to store the schema  or  Metadata  of tables, databases, 

columns in a table, their data types, and HDFS mapping. 

HiveQL Process Engine:  HiveQL  is  similar to SQL for querying of data. It is  one of the replacements      of        

traditional  approach  for MapReduce program. Instead of  writing MapReduce program in Java, we can write a 

query for MapReduce job and process it. 

 

 
 

Fig. 3: Hive Architecture 

 

 
3. Execution Engine: The conjunction part of HiveQL process Engine and MapReduce are Hive Execution Engine. 

Execution engine processes the query and generates results as same as MapReduce results. 

 
4. HDFS or HBASE: Hadoop distributed file system or HBASE is the data storage techniques to store data into the 

file system. 

 

The Fig. 4 shows the data flow of the Hive data processing system and its sub processes are described as: 

 

 
 

Fig. 4: Interaction between Hive and Hadoop 
 

1. Execute  Query:  The   Hive   interface,   such as Command Line or Web UI sends query to the Driver (any 

database driver such as JDBC, ODBC, etc.) to execute. 

 
2. Get Plan: The driver takes the help of query compiler that parses the query to check the syntax and query plan or the 

requirement of query. 

3. Get  Metadata: The compiler sends metadata request to Metastore (any database). 

 
4.  Send  Metadata:  Metastore  sends  metadata  as a response to the compiler. 

 

5. Send Plan: The compiler  checks  the requirement and resends the plan to the driver. Up to here, the parsing and 

compiling of a query is complete. 

 

6. Execute Plan: The driver sends the execute plan to the execution engine. 

 
7. Execute Job: Internally, the process of execution job is a MapReduce job. The execution engine sends the job to 

JobTracker, which is  in  Name node and it assigns this job to TaskTracker, which is in data node. Here, the query 

executes MapReduce job. 

 
8. Metadata Operation: In execution, the execution engine can execute Metadata operations with Metastore. 

 
9. Fetch Result: The execution engine received the result from data noded. 
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10. Send Results: The execution engine sends resultant values to the drivers. 

 
11. Send Results: The driver sends the result to Hive. 

 

 

III.PERFORMANCE ANALYSIS 

 

The  authors  developed  the  system  and  performed  the experiment on two computers. Each machine having 4GB 

RAM  and  one  machine  has  Intel  core  i3  processor  and another one has Intel core i5 processor. In this multi node 

Hadoop setup, one machine acts like master and the other as slave. The dataset [19] used here is 1GB file which has 16115583 

rows. The file is a TSV (Tab Separated Value) file. 

 

After setting up the experimental environment, the queries that are listed in Table1 are fired on both PIG and Hive 

query interfaces and their performance in terms of query execution time is evaluated and reported in this section. 

 

A. EXPERIMENTATION WITH HIVE 

 

The amount of time consumed during input a user query for finding records from the Hive technique is termed here as 

the query execution time. In order to measure the query execution time, below listed queries are fired on the Hive 

interface   and   their   performance   is   observed.   After completing the observations first time for all the queries, the same 

queries are repeated for five times and their performance is visualized using Fig. 5 and 6. 
 

 

                                                                              Table 1: Query Statements 

 

S. No. Query Statements 

1. Which is the most viewed page on the web portal. 

2. Which is the most viewed product on the portal. 

3. Which is the most frequently used web browser. 

4. Generate a report with top 3 viewed products of year 2018 & 2017. 

5. Generate a report with top 3 IPs address accessing portal in year 2018 & 
2017. 

6. Generate 3 different report showing products accessed by top 3 IPs address, 
reports should have products name & their view count in descending order. 

7. Generate a report containing all products & their view counts in descending 
order. 

8. Generate a report containing all User IPs & their hit counts in descending order. 

9. Find what is the hit count in each year. 

10. Which month of each year has highest hit count. 

 

 
 

 

The noticed performance of Hive infrastructure is given in table 2. Additionally the performance is noticed in terms of 

seconds that is reported in Fig. 5. After that, the average performance of the query execution time is given in the Table 

4 and visualized using Fig. 6. In both the diagrams namely Fig. 5 and 6, the performance of hive is visualized. The X axis 

contains the listed queries and the Y axis contains the amount of time required to produce results by the Hive. 
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Fig. 5: Hive Query Execution Time 

This section provided the information about the performance analysis of Hive infrastructure and in further section the Pig 

performance is reported. 

 

                                                                                Table 2: Hive Query Execution Time 

 

 
 

B.EXPERIMENTATION WITH PIG 

 

The time required to execute the user request by the user input query is termed as query execution time of Pig. 

 

Table 3: Pig Query Execution Time 

 

 
 

 
Fig. 6: Mean Performance of Hive Query Execution 
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In order to evaluate the query execution time of Pig infrastructure the previously utilized query is resubmitted using the Pig 

interface and their performance is evaluated. In order to find the effective and accurate processing time the experiments are 

repeated with the same user queries five times and their observations are made. 

 

                           Table 4: Mean Values of Hive and Pig 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 
 

Fig. 7: Pig Query Execution Time 

 

The noticed performance of Pig infrastructure is given in Table 3. Additionally the reported performance in Table 3 is 

visualized using a bar chart as given in Fig. 7. 

 
After   evaluation   of    performance    using    the different repetition of experiments a mean or average performance is 

also computed in Table 4 and its performance is shown using the Fig. 8. That is an average performance of the Pig 

infrastructure of the given query processing. 

 
C. COMPARATIVE  PERFORMANCE 

The comparative performance in terms of query execution time for both the Big Data infrastructures is given 

using Fig.9 and 10. In order to provide the performance of both the system, the X axis contains the user queries 

used for experimentation and the Y axis shows the amount of time consumed during similar query execution on 

different infrastructures. According to the obtained results the performance of the Hive is much more effective as 

compared to the Pig for the selected dataset. 

 

Query Hive 

Mean 

Pig 

Mean 

1. 89.4812 117.2 

2. 7.0996 133.6 

3. 87.5688 92 

4. 87.4238 91.8 

5. 0.0756 92.4 

6. 87.4062 225.4 

7. 87.4026 224.5 

8. 160.6214 242.4 

9. 0.106 252 

10. 0.1358 95.6 
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Fig. 8: Average Performance of Pig 

 

 

 
 

                                       Fig. 9: Comparative Performance-1 

 

 

IV.CONCLUSIONS 

A comparative analysis of Pig and Hive is done using the dataset of web visitor, where the query processing time is 

assumed as the key domain of study. Experimentation is done on Hadoop and using the similar queries the 
performance is evaluated. According to the  analysis, the performance of the Hive is found more effective and consumes 

less time for data processing as compared to Pig for the selected dataset. 

 

On the basis of the query comparison is given as:  

                                             Table 5: Additional Difference 
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Fig. 10: Comparative Performance-2 

 

 

In this work the comparative study among the Pig and Hive in Big Data environment is performed. During this study the 

different contributions and behavioral differences among Pig and Hive is observed. That concludes, during query processing 

both the data model supports the cloud infrastructures and both are having their own importance. In near future, it will be 

required to implement both the techniques with real world application, data processing and analytics. 
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