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   Abstract:  Cardiovascular disease is one of the most rampant causes of death around the world and was deemed as a major illness 

in Middle and Old ages. Coronary artery disease, in particular, is a widespread cardiovascular malady entailing high mortality rates. 

Angiography is, more often than not, regarded as the best method for the diagnosis of coronary artery disease; on the other hand, it 

is associated with high costs and major side effects. Much research has, therefore, been conducted using machine learning and data 

mining so as to seek alternative modalities. Accordingly, we herein propose a highly accurate hybrid method for the diagnosis of 

coronary artery disease. As a matter of fact, the proposed method is able to increase the performance of neural network by 

approximately 10% through enhancing its initial weights using genetic algorithm which suggests better weights for neural network. 

Making use of such methodology, we achieved accuracy, sensitivity and specificity rates of 93.85%, 97% and 92% respectively, on 

Z-Alizadeh Sani dataset. 

 

Index Terms - Cardiovascular disease, Coronary artery disease, Neural network, Genetic algorithm  

 

I. INTRODUCTION 

 

       Data mining refers to the extraction of valid patterns, hidden information and relationships from large datasets [1]. This 

interdisciplinary subfield is employed in banking, insurance, and marketing for cost reduction and quality improvement [2]. Recent 

years have witnessed a surge of interest in utilizing machine learning 

and data mining in the field of medicine for early diagnosis [3–10]. Cardiovascular disease is the most widespread cause of death 

the world over. Particularly, coronary artery disease (CAD) is the most common cardiovascular condition.   CAD occurs when at 

least one of the left anterior descending (LAD), left circumflex (LCX), and right coronary (RCA) arteries is stenotic [11].   In order 

to diagnose CAD, physicians currently employ different methods, among which angiography is widely regarded as the most precise 

method. It is, however, associated with high costs and major side effects, hence researchers have long sought to de-vise precise 
diagnostic modalities. In fact, a large number of investigations have been conducted in this field [12–34], with the UCI datasets [35] 

being the most frequently utilized sets. These datasets, however, are not up-to-date. In the present study, given the risks of invasive 

diagnostic procedures such as angiography and auspicious experiences in the field of data mining, attempts were made to propose a 

model for identifying coronary arteries disease. The suggested detection model, based on artificial neural net-works and genetic 

algorithms, can detect coronary artery disease based on clinical data without the need for invasive diagnostic methods. The present 

research primarily introduces the required back-ground information; in the subsequent four sections, the proposed method, 

experimental results, related works and conclusions will be discussed. 

 

2. Background 

 

2.1. Dataset 
 

The present research used Z- Alizadeh Sani dataset, containing information on 303 patients, 216 of whom suffered from CAD. 

Fifty-four features were collected for each patient. These features encompass the data on the patients’ demographic characteristics, 

symptoms and the results of physical examinations, electrocardiography, echocardiography, and laboratory tests. These features are 

shown in Table 1. In this dataset, if at least one of the LAD, LCX, and RCA has a stenosis of higher than 50%, the patient is 

diagnosed with CAD. 
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              Table 1 || 
                 Features of Z-Alizadeh Sani dataset 

Feature type Feature name Range 

   

Demographic Age 
Weight 

Sex 

BMI (Body Mass Index Kg/m2 ) 

DM (Diabetes Mellitus) 
HTN (Hypertension) 

Current smoker 

Ex-smoker 

FH (Family History) 
Obesity 

CRF (Chronic Renal Failure) 

CVA (Cerebrovascular Accident) 

Airway disease 
Thyroid disease 

CHF (Congestive Heart Failure) 

DLP (Dyslipidemia) 

30–86 
48–120 

Male, 

Female 

18–41 
Yes, No 

Yes, No 

Yes, No 

Yes, No 
Yes, No 

Yes if MBI 

> 25, No 

otherwise 
Yes, No 

Yes, No 

Yes, No 

Yes, No 
Yes, No 

Yes, No 

 

Symptom 

and 

examination 

 

BP (Blood Pressure mm Hg) 
PR (Pulse Rate ppm) 

Edema 

Weak peripheral pulse 

Lung rales 
Systolic murmur 

Diastolic murmur 

Typical chest pain 

Dyspnea 
Function class 

Atypical 

Nonanginal chest pain 

Exertional chest pain 
Low Th Ang (low-Threshold angina) 

90–190 

50–110 

Yes, No 

Yes, No 

Yes, No 

Yes, No 

Yes, No 

Yes, No 

Yes, No 

1, 2, 3, 4 

Yes, No 

Yes, No 

Yes, No 

Yes, No 

 

ECG Rhythm 

Q wave 

ST elevation 

ST depression 

T inversion 

LVH (Left Ventricular Hypertrophy) 

Poor R-wave progression 

Sin ,AF 
Yes, No 
Yes, No 
Yes ,No 
Yes ,No 
Yes, No 
Yes ,No 

 

 

Laboratory 

and 
echo 

 

FBS (Fasting Blood Sugar mg/dL) 

Cr (Creatine mg/dL) 
TG (Triglyceride mg/dL) 

LDL (Low-Density Lipoprotein mg/dL) 

HDL (High-Density Lipoprotein mg/dL) 

BUN (Blood Urea Nitrogen mg/dL) 
ESR (Erythrocyte Sedimentation Rate mm/h) 

HB (Hemoglobin g/dL) 

K (Potassium mEq/lit) 

Na (Sodium mEq/lit) 
WBC (White Blood Cell cells/mL) 

Lymph (Lymphocyte %) 

Neut (Neutrophil %) 

PLT (Platelet 10 0 0/mL) 
EF (Ejection Fraction %) 

Region with RWMA 

VHD (Valvular Heart Disease) 

 

62–400 

0.5–2.2 
37–1050 

18–232 

15–111 

6–52 
1–90 

8.9–17.6 

3.0–6.6 

128–156 
370 0–18,0 

0 0 

7–60 

32–89 
25–742 

15–60 

0,1,2,3,4 

Normal, 

Mild, 

Moderate,  
 

 

2.2. Feature selection 

    For feature selection, four famous ranking methods were considered , namely Gini index, weight by SVM, information gain and 

principal component analysis (PCA). Gini Index shows the probability of incorrectly labelling a randomly chosen element according 

to the distribution of labels in the subset if it is randomly labelled [36]. Information Gain shows the expected reduction in entropy 

owing to partitioning records based on a given attribute [36]. In weight by SVM, attribute weights are the coefficients of the normal 

vector of a linear SVM [37]. PCA converts a set of correlated variables into a smaller number of uncorrelated variables employing 
an orthogonal transformation [38]. Weight by SVM uses F-score so as to measure feature weights. If we have training instance xi , 

and i = 1, 2, …, L (L: Number of 

instances), the F-score of feature j is calculated as shown in Eq. (1).The higher the F-score, the more discriminative the feature will 

be[39]. 
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where n + and n − are the number of positive and negative samples, respectively. The jth feature average of the whole, and the 

positive labelled and negative labelled samples are shown with(negative instance are xi,+ ) and xi,− ) , respectively. jj In this 

equation, the numerator shows the inter-class variance, with the denominator indicating the sum of the variance within each class. 

 

2.3. Neural network 

 

An artificial neural network is comprised of input variables, out-put variables and weights. The network behaviour is dependent on 

the relationship between input and output variables. In general ,there are three types of layers, each made of a number of pro-cessing 

units called neurons (cells, units or nodes):  The first layer is the input layer which receives the raw data fed into the network.  The 

second layer is the hidden layer. There may be several hid-den layers depending on the structure of the neural network. The  

performance of a hidden layer is determined by inputs and their relationship with other hidden layers. The weights of input and 
hidden units determine the activation time of a hidden unit.  The last layer is the output layer. The performance of output layer 

depends on the activity of hidden layers and the weights of hidden and output units [40]. The number of layers and neurons in each 

layer is specified by the designer throughout the process of trial and error. 

 
Fig. 1. The MLP structure of NN. 

 

There exists many methods to train networks and modify weights in order to achieve minimum error, the most common of which is 

error back propagation algorithm [40]. Based on their structures, artificial neural networks are divided into two main groups: Multi-

layer perceptron (MLP) and radial bases function 

(RBF).    In the present work, as illustrated in Fig. 1, we made use of error back propagation algorithm in artificial neural network 

with MLP structure and sigmoid exponential function.    In each iteration of the neural network training phase, the 

weights of connections are updated according to Eq. (2). 

where ok and oh are the outputs generated by output unit k and hidden unit h, respectively, and tk is the target output of unit k.k is 

between 1 and the number of output layer units while h is between 1 and the number of hidden layer units [40].The mathematical 

form of the sigmoid function for the transfer of data to the output layer is as follows: 

 
 
w ji = w ji + ηδ j x ji 

where xji is the ith input to unit j, wji is the weight associated with the ith input to unit j, and η is the learning rate. If w is the weight 

of the output layer units, δ is updated as Eq. (3) while, if w is the weight of the hidden layer units, δ is updated as Eq. (4). 

δk = ok (1 − ok )(tk − ok ) 

δh = oh (1 − oh ) wkh δk 

k Out put s 

In the above equations, Xobs is refers to the actual values, Xest¯ is the values estimated from the model, Xobs is the mean real 

valest is the mean estimated values of the model network andues, Xn is the number of samples. R2 demonstrates the correlation be-

tween empirical and estimated data, i.e. values close to one, indicating higher correlation between the empirical and estimated data. 

RMSE shows the root mean square error. Unlike R2, it is more preferable that RMSE be closer to zero. 

 
2.4. Genetic algorithm 

 

Genetic algorithm, first put forth by John Holland, is a method for finding approximate solutions to optimization and search issues. 

Such algorithm is a specific form of evolutionary algorithms in which evolutionary biology techniques such as inheritance and 
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mutation are used. In genetic algorithms, to obtain the optimal solution, the appropriate responses of a generation are combined 

based on the principle of the survival of the fittest in living organisms [41]. 

 

2.4.1. Basic operations of genetic algorithm 

    In genetic algorithms, so as to combine the qualified members of the current generation with the aim of probably producing more 

qualified members, a number of operators are employed [41], among which, the following can be made mention of:    Selection 

operator: In this operator, based on the fitness criterion, a member of a generation which is supposed to participate in the reproduction 

process is selected. In this operator, the members of the current generation with more compatibility are more likely to generate the 
next population. There are certain selection operators such as roulette wheel (RW) and stochastic universal sampling (SUS) in 

genetic algorithm [42]. In the former, also known as fitness proportionate selection, the selection probability of each individual is 

calculated as Eq. (8).where pi shows the probability of individual i selection, fi shows the fitness of individual I                                                                                       

and N is the number of individuals in the population. Substitution operator: This operator conduces to the propagation and transfer 

of members from one generation to the next. Recombination operator: Using this operator, the substrings of two members belonging 

to a chosen generation are substituted in each other in an intersectional manner. There exist some approaches for recombination 

such as single-point crossover, two-point crossover and uniform crossover [43]. 

 

    Mutation operator: This operator is used to make changes in the genes of a member of the current generation in order to produce 

a new member. Boundary operator, uniform and non-uniform operator and Gaussian operator are among the mutation methods [43]. 

In Gaussian operator, a random value from the normal distribution is added to the selected gene. If xε [a, b] is the gene chosen for 
mutation, it is changed to x according to Eq. (9). 

 

x = min(max (N (x, σ ), a ), b) 

 

where σ depend on the length of interval or time. 

 

3. Proposed method 

 
One of the factors affecting the performance of artificial neural network is the initial weights utilized in the network structure. In 

this regard, the proposed model sought to ameliorate the performance of neural network through enhancing the primary weights 

used in it. In this study, the initial weights of neural network were identified via genetic algorithm. Then, the neural network was 

learned using training data. In the neural network, we employed feed for- ward structure with one hidden layer. Inputs are features 

shown in Table 3, and the output pertains to disease diagnosis. We have 22 inputs, 5 neurons in one hidden layer and one output 

specifying whether or not the patient has CAD. As it is shown in Table 2, five hidden neurons are chosen as it has the best 

performance on our training data. 
In genetic algorithm, at first, 100 chromosomes were produced in an aleatory fashion. Then, their fitness function is calculated 

according to the RMSE of the untrained neural network output. It must be noted that, in this research, we were looking for the 

minimum RMSE. For parent selection, RW method was used and for substitution, we selected 10% of the best individuals from the 

current generation and up planted them with the worst individual belonging to the next generation. For recombination, two-point 

crossover was used with Pc = 1, meaning that recombination was done in each iteration. A simple two-point crossover is 

demonstrated in Fig. 2.    For mutation, Gaussian operator was used. Each gene mutated 

with probability Pm = 0.2. 

 

Table 2 || 

Weights assigned to selected features using weight by SVM 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

Number of neurons 

 

RMSE Train set R2 

 

3 0.58 0.58 

4 0.57921 0.57921 

5 0.257 0.257 

6 0.464 0.464 

7 0.35 0.35 

8 0.4581 0.4581 
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Table 3 || 

Neural network performance with different numbers of hidden neurons. 

feautre weights 

Typical chest pain 1.0 

Atypical 0.88 

Age 0.88 

Nonanginal 0.58 

DM 0.44 

Tinversion 0.44 

FH 0.42 

Region RWMA 0.40 

HTN 0.40 

TG 0.35 

PR 0.33 

Diastolic murmur 0.32 

Current smoker 0.31 

Dyspnea 0.31 

ESR 0.29 

BP 0.27 

Function class 0.25 

Sex 0.24 

FBS 0.24 

St depression 0.23 

St elevation 0.21 

Q wave 0.20 

 

 

 

 

 

 
Fig. 2. Two-point crossover. P1 and P2 are the selected parents while C1 and C2 are the generated children. 

 

 

 

 

 
Fig. 3. Gaussian mutation. P is the selected parent. Pm is the mutation probability and C is the generated child. 

 

 

A simple mutation is shown in Fig. 3.Weights change between −1 and 1 while σ is 1.    Each gene shows one weight of the Neural 

Network and a chromosome consists of all the Neural Network weights. The proposed algorithm, named “Hybrid CAD prediction  

method”, is shown in Fig. 4. 
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Fig. 4. Hybrid CAD prediction method. 10 0 0 iterations are done or RMSE is < 0.001. 

 

4. Results 

 
4.1 Feature selection results 

 

For feature selection, we used weight by SVM as it has the best performance on the training data. Table 2 illustrates the results. We 

selected the features which weights were more than 0.20 as they indicated the highest performance on the training data. 

 

4.2 Classification results 

 

Table 4 compares the results related to the application of Neu-ral Network and the proposed method to Z-Alidadeh Sani dataset 

using 10-fold cross validation. As observed, our proposed method has a much better performance comparisons to Neural Network. 

Receiver operating characteristic (ROC) curve of standard neural network and Hybrid CAD prediction methods are shown in Figs. 

5 and 6 respectively.   Sensitivity, specificity and accuracy are calculated according to Eqs. (10)–(12). 

 

Table 4 ||  

The comparison between the performance of our proposed method and classic neural network on Z-Alizadeh Sani dataset 

 

 
where TP, FP, TN and FN are the mean number of samples correctly identified, incorrectly identified, correctly rejected and 
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incorrectly rejected respectively. Table 4 

The comparison between the performance of our proposed method and classic neural network on Z-Alizadeh Sani dataset. 

 

 

 
Fig. 5. ROC curve of standard neural network. 

 

4.3. Results of the proposed method on other datasets 
 

In this section, so as to compare the performance of our pro-posed method with neural network, we present the results pertaining to 

their application to four famous heart disease datasets: Hungarian, Cleveland, long-beach-va and Switzerland datasets [35],which 

have 294, 303, 200 and 123 samples respectively. In those datasets, a total of 14 attributes are presented: Age, sex, chest pain type, 
resting blood pressure, serum cholesterol in mg/dl, fasting blood sugar, resting electrocardiographic results, the obtained maximum 

heart rate, exercise-induced angina, ST depression, the slope of peak exercise ST-segment, the number of major vessels, thal and 

heart disease diagnosis. 

Table 5 summarizes the performance of the proposed method and Neural Network on these datasets. As seen, our proposed method 

indubitably augments the performance of the neural network. 

 

                                     Table 5 || 

                                      Experimental results related to other datasets 

 
5. Discussion of the related works 

 

As mentioned in Section 1, researchers have employed various methods in detecting and predicting CAD. More often than not, these 

studies made use of Electrocardiogram (ECG) signals. In [44], for instance, multilayer perceptron indicated a high accuracy for 

detecting CAD. Acharya et al. [45] employed KNN algorithm for classification using 13 bi-spectrum features. In [46], Kumar et al. 

used the ECG signals of 40 normal and seven CAD subjects. These signals were segmented into beats which were further composed 
via flexible analytic wavelet transform. For classification, least squares support vector machine and radial basis function kernel were 

utilized. Patidar et al. [47] put forth a novel method based on tunable Q wavelet transform in order to diagnose CAD, using heart 

rate signals. A novel CAD risk index was also proposed to detect CAD subjects. PCA was applied to the extracted features so as to 

transform the number of features; finally, least squares support vector machine classifier was employed for CAD detection.[48], for 

CAD diagnosis, wavelet analysis and artificial neural networks were used to analyses the heart sounds recorded synchronously with 

ECG. As far as CAD diagnosis, Zhao et al. [49] pro-posed an intelligent non-invasive diagnosis system based on Empirical Mode 

Decomposition-Teaser Energy Operator to estimate instantaneous frequency of diastolic murmurs and Back-Propagation neural 

network to classify the murmurs. Giri et al. [50] employed ten features from the data related to the full time series heart rate. They 

showed that the Gaussian Mixture Model classifier had a better performance in comparison with Principal Component Analysis 

(PCA), Linear Discriminant Analysis (LDA) and Independent Component Analysis (ICA). To automate CAD detection, Acharya 

et al. [51] extracted the heart rate from the ECG signals and used them as the base signal for further analysis. They further analyzed 

the heart rate signals of both normal and CAD subjects in the time and frequency domain. In [44], nonlinear features were extracted 

from the HRV signals using recurrence plots, Poincare plots, and detrended fluctuation analysis. Principal component analysis was 
conducted in order to select the important features which were later appraised making use of eight classification techniques, among 

which, multilayer perceptron method had the highest classification accuracy. Using Demographic, Symptom and Examination, ECG, 
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Laboratory and Echo features, Alizadeh sani et al. [37] diagnosed the stenosis of three major coronary arteries, separately. In [53], 

bi-nary particle swarm optimization and genetic algorithm techniques were used for feature selection. Support vector machine with 

k-fold cross-validation was used as the classification method. They utilized 23 features obtained from patients who had undergone 

exercise stress test and coronary angiography. 

    Arafat et al. [54] used combined uncertainty methods, which compute a fuzzy-probabilistic composite, and ECG signals in their 

detection of CAD.  subsequently, for classification, they employed three model examples computing fuzzy, probabilistic, and 

combined uncertainty models. Combined uncertainty model entailed better results compared with using only fuzzy or probabilistic 

models. 
In [55], a suitable prediction model was proposed to improve the reliability of medical examinations and CAD treatments. From 

ECG signals, linear and nonlinear features of HRV were extracted. Six different classification methods were then used, among 

which SVM outperformed the other classifiers. 

Through various linear and nonlinear measures of HRV, Kim et al. [56] proposed a multiple discriminant analysis method for CAD 

detection. In [57], a methodology for the automatic diagnosis of CAD was proposed via extracting HRV signals from ECG in time, 

frequency and nonlinear domains. PCA was employed in order to reduce the dimension in the extracted features, while for 

classification, SVM was used. 

Acharya et al. [58] employed Discrete Cosine Transform, Discrete Wavelet Transform and Empirical Mode Decomposition 

extracted from ECG signals so as to obtain the respective features which were further reduced using Locality Preserving Projection. 

These features were then ranked using F-value. The high ranked features were used as inputs for the K-Nearest Neighbour classifier. 

Verma et al. [59] presented a novel hybrid method where for feature selection, particle swam optimization search method and K-
means clustering algorithms were used. They finally employed supervised learning algorithms such as multi-layer perceptron, 

multinomial logistic regression, fuzzy unordered rule induction algorithm and C4.5 for classification. 

 

6. Conclusion and future works 
We proposed a new hybrid method to augment the performance of neural network. The method was tested on some heart disease 

datasets so as to check any improvement in its performance. The method put forth can ameliorate the performance of neural network 

as concerns CAD detection. Specifically, using this method, CAD can be detected without angiography which can help eliminate 
high costs and major side effects. 

In addition to genetic algorithm, there exist many powerful evolutionary and swarm intelligence methods such as evolution strategy 

and particle swarm optimization. As the future works, we can use these methods instead of genetic algorithm as they may enhance 

the performance of our proposed method. 

    Meanwhile, other versions of neural networks can be tested and compared. Parameters like learning rate, and momentum factor 

can also be optimized for this work.  Finally, new data with some other features must be checked by this algorithm. 
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