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ABSTRACT 

Web usage mining is the application of data mining techniques to discover usage patterns from Web data, in 

order to understand and better serve the needs of Web-based applications. Web usage mining consists of three 

phases, namely pre-processing, pattern discovery, and pattern analysis. This paper describes each of these 

phases in detail. Given its application potential, Web usage mining has seen a rapid increase in interest, from 

both the research and practice communities. This paper provides a detailed taxonomy of the work in this area, 

including research efforts as well as commercial offerings.  

 

INTRODUCTION 

The ease and speed with which business transactions can be carried out over the Web has been a key driving 

force in the rapid growth of electronic commerce. Specifically, ecommerce activity that involves the end user 

is undergoing a significant revolution. The ability to track users' browsing behaviour down to individual 

mouse clicks has brought the vendor and end customer closer than ever before. It is no possible for a vendor to 

personalize his product message for individual customers at a massive scale, a phenomenon that is being 

referred to as mass customization.  

The scenario described above is one of many possible applications of Web Usage mining, which is the process 

of applying data mining techniques to the discovery of usage patterns from Web data, targeted towards 

various applications. Data mining efforts associated with the Web, called Web mining, can be broadly divided 

into three classes, i.e. content mining, usage mining, and structure mining. 

This paper provides an up-to-date survey of Web Usage mining, including both academic and industrial 

research efforts, as well as commercial offerings. 

 

WEB DATA 

One of the key steps in Knowledge Discovery in Databases is to create a suitable target data set for the data 

mining tasks. In Web Mining, data can be collected at the server side, client-side, proxy servers, or obtained 

from an organization's database (which contains business data or consolidated Web data). Each type of data 

collection differs not only in terms of the location of the data source, but also the kinds of data available, the 

segment of population from which the data was collected, and its method of implementation. There are many 

kinds of data that can be used in Web Mining. 

This paper classifies such data into the following types 

 Content: The real data in the Web pages, i.e. the data the Web page was designed to convey to the 

users. This usually consists of, but is not limited to; “text and graphics. 

 Structure: Data which describes the organization of the content. Intra-page structure information 

includes the arrangement of various HTML or XML tags within a given page. This can be represented 

as a tree structure, where the (html) tag becomes the root of the tree. The principal kind of inter-page 

structure information is hyper-links connecting one page to another. 

 Usage: Data that describes the pattern of usage of Web pages, such as IP addresses, page references, 

and the date and time of accesses. 

 User Profile: Data that provides demographic information about users of the Web site. This includes 

registration data and customer profile information. 

 

Data Sources 

The usage data collected at the different sources will represent the navigation patterns of different segments of 

the overall Web traffic, ranging from single-user, and single-site browsing behaviour to multi-user, multi-site 

access patterns. 
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Server Level Collection  

A Web server log is an important source for performing Web Usage Mining because it explicitly records the 

browsing behaviour of site visitors. The data recorded in server logs reflects the (possibly concurrent) access 

of a Web site by multiple users. These log files can be stored in various formats such as Common log or 

extended log formats.  

However, the site usage data recorded by server logs may not be entirely reliable due to the presence of 

various levels of caching within the Web environment. Cached page views are not recorded in a server log. In 

addition, arty important information passed through the POST method will not be available in a server log. 

Packet sniffing technology is an alternative method to collecting usage data through server logs. Packet 

sniffers monitor network traffic coming to a Web server and extract usage data directly from TCP/IP packets. 

The Web server can also store other kinds of usage information such as cookies and query data in separate 

logs. Cookies are tokens generated by the Web server for individual client browsers in order to automatically 

track the site visitors. Tracking of individual users is not an easy task due to the stateless connection model of 

the HTTP protocol. 

Cookies rely on implicit user cooperation and thus have raised growing concerns regarding user privacy, 

which will be discussed in Section 6. Query data is also typically generated by online visitors while searching 

for pages relevant to their information needs. Besides usage data, the server side also provides content data, 

structure information and Web page meta-information (such as the size of a file and its last modified time). 

The Web server also relies on other utilities such as CGI scripts to handle data sent back from client browsers. 

Web servers implementing the CGI standard parse the URI 1 of the requested file to determine if it is an 

application program. The URI for CGI programs may contain additional parameter values to be passed to the 

CGI application. Once the CGI program has completed its execution, the Web server send the output of the 

CGI application back to the browser. 

Client Level Collection 

Uniform Resource Identifier (URI) is a more general definition that includes the commonly referred to 

Uniform Resource Locator (URL). Client-side data collection can be implemented by using a remote agent 

(such as JavaScript’s or Java applets) or by modifying the source code of an existing browser (such as Mosaic 

or Mozilla) to enhance its data collection capabilities. 

The implementation of client-side data collection methods requires user cooperation, either in enabling the 

functionality of the JavaScript’s and Java applets, or to voluntarily use the modified browser. Client-side 

collection has an advantage over server-side collection because it ameliorates both the caching and session 

identification problems. However, Java applets perform no better than server logs in terms of determining the 

actual view time of a page. In fact, it may incur some additional overhead especially when the Java applet is 

loaded for the first time. JavaScript, on the other hand, consume little interpretation time but cannot capture all 

user clicks (such as reload or back buttons). These methods will collect only single-user, single-site browsing 

behaviour. 

A modified browser is much more versatile and will allow data collection about a single user over multiple 

Web sites. The most difficult part of using this method is convincing the users to use the browser for their 

daily browsing activities. This can be done by offering incentives to users who are willing to use the browser, 

similar to the incentive programs offered by companies such as NetZero and All Advantage that reward users 

for clicking on banner advertisements while surfing the Web. 

Proxy Level Collection 

A Web proxy acts as an intermediate level of caching between client browsers and Web servers. Proxy 

caching (can be used to reduce the loading time of a Web page experienced by users as well as the network 

traffic load at the server and client sides. The performance of proxy caches depends on their ability to predict 

future page requests correctly. Proxy traces may reveal the actual HTTP requests from multiple clients to 

multiple Web servers. This may serve as a data source for characterizing the browsing behaviour of a group of 

anonymous users, sharing a common proxy server. 

 

Data Abstractions 

The information provided by the data sources described above can all be used to construct/identify several 

data abstractions, notably users, server sessions, episodes, clickstreams, and page views. In order to provide 

some consistency in the way these terms are defined, the W3C Web Characterization Activity (WCA) has 

published a draft of Web term definitions relevant to analysing Web usage. A user is defined as a single 

individual that is accessing file from one or more Web servers through a browser. While this definition seems 

trivial, in practice it is very difficult to uniquely and repeatedly identify users. A user may access the Web 

through different machines, or use more than one agent on a single machine. A page view consists of every 
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file that contributes to the display on a user's browser at one time. Page views are usually associated with a 

single user action (such as a mouse-click) and can consist of several files such as frames, graphics, and scripts. 

When discussing and analysing user behaviours, it is really the aggregate page view that is of importance. The 

user does not explicitly ask for "n" frames and "m" graphics to be loaded into his or her browser, the user 

requests a "Web page." All of the information to determine which files constitute a page view is accessible 

from the Web server. A click-stream is a sequential series of page view requests. Again, the data available 

from the server side does not always provide enough information to reconstruct the full click-stream for a site. 

Any page view accessed through a client or proxy-level cache will not be "visible" from the server side. A 

user session is the click-stream of page views for a single user across the entire Web. Typically, only the 

portion of each user session that is accessing a specific site can be used for analysis, since access information 

is not publicly available from the vast majority of Web servers. The set of page-views in a user session for a 

particular Web site is referred to as a server session (also commonly referred to as a visit). A set of server 

sessions is the necessary input for any Web Usage analysis or data mining tool. The end of a server session is 

defined as the point when the user's browsing session at that site has ended. Again, this is a simple concept 

that is very difficult to track reliably. Any semantically meaningful subset of a user or server session is 

referred to as an episode by the W3C WCA. 

 

WEB USAGE MINING 

There are three main tasks for performing Web Usage Mining or Web Usage Analysis. This section presents 

an overview of the tasks for each step and discusses the challenges involved. 

 

Pre-processing 

Pre-processing consists of converting the usage, content, and structure information contained in the various 

available data sources into the data abstractions necessary for pattern discovery. 

Pattern Discovery 

Pattern discovery draws upon methods and algorithms developed from several fields such as statistics, data 

mining, machine learning and pattern recognition. However, it is not the intent of this paper to describe all the 

available algorithms and techniques derived from these fields.  

Pattern Analysis 

Pattern analysis is the last step in the overall Web Usage mining process. The motivation behind pattern 

analysis is to filter out uninteresting rules or patterns from the set found in the pattern discovery phase. 

The exact analysis methodology is usually governed by the application for which Web mining is done. The 

most common form of pattern analysis consists of a knowledge query mechanism such as SQL. Another 

method is to load usage data into a data cube in order to perform OLAP operations. Visualization techniques, 

such as graphing patterns or assigning colours to different values, can often highlight overall patterns or trends 

in the data. Content and structure information can be used to filter out patterns containing pages of a certain 

usage type, content type, or pages that match a certain hyperlink structure. 

 

TAXONOMY 

Since 1996 there have been several research projects and commercial products that have analysed Web usage 

data for a number of different purposes. This section describes the dimensions and application areas that can 

be used to classify Web Usage Mining projects. 

Taxonomy Dimensions 

While the number of candidate dimensions that can be used to classify Web Usage Mining projects is many, 

there are five major dimensions that apply to every project - the data sources used to gather input, the types of 

input data, the number of users represented in each data set, the number of Web sites represented in each data 

set, and the application area focused on by the project. Usage data can either be gathered at the server level, 

proxy level, or client level. All projects analyse usage data and some also make use of content, structure, or 

profile data. The algorithms for a project can be designed to work on inputs representing one or many users 

and one or many Web sites. Single user projects are generally involved in the personalization application area. 

The projects that provide multi-site analysis use either client or proxy level input data in order to easily access 

usage data from more than one Web site. Most Web Usage Mining projects take single-site, multi-user, 

server-side usage data (Web server logs) as input. 
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PRIVACY ISSUES 

Privacy is a sensitive topic which has been attracting a lot of attention recently due to rapid growth of e-

commerce. It is further complicated by the global and self-regulatory nature of the Web. The issue of privacy 

revolves around the fact that most users want to maintain strict anonymity on the Web. They are extremely 

averse to the idea that someone is monitoring the Web sites they visit and the time they spend on those sites.  

On the other hand, site administrators are interested in finding out the demographics of users as well as the 

usage statistics of different sections of their Web site. This information would allow them to improve the 

design of the Web site and would ensure that the content caters to the largest population of users visiting their 

site. The site administrators also want the ability to identify a user uniquely every time she visits the site, in 

order to personalize the Web site and improve the browsing experience. 

The main challenge is to come up with guidelines and rules such that site administrators can perform various 

analyses on the usage data without compromising the identity of an individual user. Furthermore, there should 

be strict regulations to prevent the usage data from being exchanged/sold to other sites. The users should be 

made aware of the privacy policies followed by any given site, so that they can make an informed decision 

about revealing their personal data. The success of any such guidelines can only be guaranteed if they are 

backed up by a legal framework. 

 

CONCLUSIONS 

This paper has attempted to provide an up-to-date survey of the rapidly growing area of Web Usage mining. 

With the growth of Web-based applications, specifically electronic commerce, there is significant interest in 

analysing Web usage data to better understand Web usage, and apply the knowledge to better serve users. This 

has led to a number of commercial offerings for doing such analysis. However, Web Usage mining raises 

some hard scientific questions that must be answered before robust tools can be developed. This article has 

aimed at describing such challenges, and the hope is that the research community will take up the challenge of 

addressing them. 
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