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Abstract: 

With the increase in online networking sites, risk of misleading information and fake news has increased. 

So Researchers are experimenting in different ways to reduce the spread of fake news and misinformation. 

Whenever a user tweets a story, she can flag the story as info and, if the story receives enough flags, it's 

sent to a trustworthy third party for reality checking. If this party identifies the story as not an info, it's 

marked as controversial. 

However, given the unsure variety of exposures, the high price of reality checking, and also the trade-off 

between flags and exposures, the higher than mentioned procedure needs careful reasoning and good 

algorithms that, to the most effective of our data, don't exist to this point. 

The findings are novel and create a challenge to the chance of automatic detection of info and 

misinformation. Especially the notions of true misinformation and true info that force the true/false 

categorization for info vs mis-/disinformation to collapse. 

Misinformation and disinformation are closely related to Information literacy based on the methods of 

spreading and sharing the data and also on the ways of people using it both for the credibility and for the 

deception to make judgement. These present both the challenges and opportunity for the businesses, 

individuals and governments. Future work lies in immersive, 3D virtual worlds to present a more natural 

approach to understand the elements of misinformation and disinformation. 

 

Introduction: 

Social media and online social networking sites, now-a-days, became a major significant propagator of 

false facts, urban legends, fake news, or information that increased the concern of misinformation on these 

platforms and fuelled the emergence of a society where the debate is framed on the basis of repeated 

assertion of talking points to which factual rebuttals by the media or independent experts are ignored. 

The mechanism of social media is communication. To post and share stories. To react and comment. To 

write statuses about oneself that friends, family, colleagues, and others can comment upon and share. To 

arrange and coordinate public and private events and invite people to attend. All these acts – both the 

verbal and non-verbal – are acts of communication. 

They are carried out at a specific time, within a specific context, and for a specific purpose – guided by 

belief, intention, and meaning. When a story is shared the original purpose of posting it, might change for 

another purpose in sharing it. The context changes as well and, most likely, also the belief and intention 

and maybe even the meaning. Thus, to determine whether something is misinformation or disinformation 

requires evaluative judgments of content, context, purpose, etc. and the question is whether such judgments 

can be automated. 

Further, the main question is what algorithms should look for in order to detect misinformation and 

disinformation – i.e. what misinformation and disinformation actually is in connection to one another and 

in connection to information. That is, what are the distinct and distinguishing features of information, 

misinformation, and disinformation, conceptually? 
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However, the procedure in use requires careful reasoning and smart algorithms which, to the best of our 

knowledge, are non-existent to date: 

— Uncertain number of exposures: the spread of information over social networking sites is a stochastic 

process, which may depend on, e.g., the information content, the users’ influence and the network 

structure. That varies the number of users exposed to different stories and also increase the changes for 

considering probalistic exposure model in order to capture this uncertainty. 

— Fact checking is costly: given the myriad of (fake) stories spreading in online social networking sites 

and the observation that fact checking is a costly process, we can only expect from the reviews of the 

coalition of independent government to fact check a small percentage of the set of stories spreading over 

time. So it’s important to decide about the stories which requires fact check and the time when it’s 

required. 

— Flags vs exposures: the story is exposed to more number of users before doing the fact checking which 

increases the probability of story being misinformation. However, there is higher chances of the potential 

damage if it turns out to be misinformation.  

Thus, there is an urgent need to find out the solution to prevent the trade-off between misinformation 

evidence through flagging data and to reduce the misinformation by prohibiting the excessive exposures to 

the misinformation. 

In order to reduce the spread of information, there is a need to optimize the fact checking procedures used 

by major online social networking sites. Users can flag any story in their feed as misinformation and, if a 

story receives enough flags, it is sent to a third party for fact checking. If the third-party identifies a story as 

misinformation, it gets flagged as disputed and may also appear lower in the users’ feeds. In this procedure, 

since the third-party fact checking is costly, we need to decide which stories to fact check and when to do 

so—decide how many flags are enough. For ease of exposition, we assume that, if a story is sent for fact 

checking, the story is instantaneously verified—it is instantly revealed whether the story is fake or genuine. 

We will first leverage the framework of marked temporal point processes to model the fact checking 

procedure, starting from the data representation the model uses, then define and estimate the rate of 

misinformation, which will decide what and when to fact check, and finally state the fact checking 

scheduling problem. 

Experiment & Analysis: 

Data representation 

Given an online social networking site with a set of users U and a set of unverified stories S, we define two 

types of user events: exogenous events, which correspond to the publication of stories by users on their 

own initiative, and endogenous events, which correspond to the re-sharing and/or flagging of stories by 

users who are exposed to them through their feeds. 

Estimated rate of misinformation 

If one cannot send all stories for fact checking, ideally, one may like to send only fake stories and favour 

those which, if not fact checked, would reach the greatest number of users. However, we cannot directly 

observe whether a story is fake (that is why we send it for fact checking!) and we do not know the total 

number of users who will be exposed to the story if not fact checked. Instead of being concerned about the 

stories exposed to the user, the users’ flags would be leveraged to compute a running estimate of the rate of 

misinformation due to that story. Then, we will find the optimal fact checking intensities u(t) that minimize 

a no decreasing function of the estimated misinformation rates over time. 

Dataset description and experimental setup 

We use data gathered from Twitter which comprises posts and reshares for a variety of (manually 

annotated) genuine and fake stories, respectively. We filtered out stories posted or reshared more than 

3,000 times as well as stories whose number of posts or reshares taking place after the last docile of the 

observation period is greater than 1%. Finally, we filtered out fake stories at random until the percentage of 

fake stories is less than 15%12. 
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After these pre-processing steps, our Twitter dataset consists of 28,486 posts and reshares from 18,880 

users for 7 fake stories and 39 genuine stories. Unfortunately, the datasets do not contain any information 

about the timing (or number) of exposures nor flags.  

Misinformation vs disinformation 

If we, for a moment, return to the detecting-projects one of the main challenges is the distinction between 

misinformation and disinformation. Recall that it is the definitions of misinformation. 

The variations regard the question of intentions – is misinformation intended or unintended inaccuracy or 

falsity? Both the detecting-projects and the philosophical accounts acknowledge that there is a difference 

between misinformation and disinformation, yet it is not very clear what that difference actually is. 

Within common dictionaries and the journalistic literature on misinformation and disinformation – i.e. the 

sources the detecting-projects adhere to – two different tracks are present. Either, misinformation and 

disinformation can be treated as synonyms, or they can be distinguished in terms of intentions and 

deception – that is, to define misinformation as unintended false, inaccurate, or misleading information and 

to define disinformation as false, inaccurate, or misleading information intended to deceive and/or mislead. 

The common trend within journalism seems to be to treat the two notions as synonyms and generally to 

stick with the notion of misinformation to denote all kinds of false, misleading, inaccurate, and deceptive 

information. The use of “misinformation” in lieu of all false or inaccurate content 

(i.e. intended, unintended, misleading, deceiving, and the like) underpins an understanding of the 

difference between information and misinformation in terms of truth and falsity. 

Information is the true part that shall be preserved, guarded, enhanced, and spread. 

Misinformation is the false part that shall be avoided, combated, suppressed, and stopped. 

When misinformation and disinformation are treated as synonyms there is no differentiation between 

intentional and purposeful misleading and unintended misleading such as honest mistakes, inaccuracies due 

to ignorance, etc. Thus, all kinds of misleadingness are treated equally and the goal becomes to guard 

against them all. 

Within the theoretical and philosophical accounts of information, misinformation, and disinformation it is 

more common to treat misinformation and disinformation as two distinct notions instead of treating them 

as synonyms. The treatment of misinformation and disinformation as two distinct notions is in line with the 

general conception – within the literature on lying, misleading, and deceiving – that it is necessary to 

distinguish between lies 

(believed-false statements), misleadingness (based on inaccuracies or implicatures both verbal and 

gestural), and deception (successful and intentional misleading and lying) 

(cf. Mahon, 2008). The distinction between misinformation and disinformation is cast in 

terms of intentions and possible deception: misinformation is defined as false or inaccurate content in 

general and then disinformation is defined as that part of misinformation which is purposefully false, 

inaccurate, or misleading (and possibly deceptive) – i.e. the intended or intentionally/non-accidentally 

misleading part. Note that when disinformation is defined as the purposeful misleading part of 

misinformation, then there are no requirements for misinformation in terms of intentions and intentionality. 

For instance, it cannot be specified that misinformation is unintended misleading when disinformation as 

intentional misleading is a part of misinformation. 

Intentional misleading cannot be a subset of unintended misleading. However, as misinformation is often 

referred in terms of honest mistakes, bias, unknown inaccuracies, ignorance, and the like and a distinction 

between misinformation and disinformation is upheld it is reasonable to define the two notions as fully 

distinct concepts, where disinformation is not a part of misinformation. 

More specifically, the distinction between information, on the one hand, and mis- and disinformation, on 

the other hand, is that information is non-misleading (and intentionally so), whereas misinformation and 

disinformation are misleading. The distinction between misinformation and disinformation is then that 
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misinformation is unintended misleading, whereas disinformation is intentionally (non-accidentally) 

misleading: 

• Information: intentionally non-misleading representational content; 

• Misinformation: unintended misleading representational content; and 

• Disinformation: intentionally (non-accidentally) misleading representational content. 

The “hierarchy” of the distinguishing features – i.e. first non-misleadingness/ 

Misleadingness, then intention/intentionality, then truth-values – is in play whether the detection is 

algorithmic or done by a human browsing through a newsfeed. 

True disinformation and the extension to true misinformation is a problem for the detecting-projects 

because it challenges the true/false dichotomy for information vs mis- and disinformation. If only truth and 

falsity are detected then true misinformation and true disinformation will not be detected as misinformation 

and disinformation. To borrow the terminology from Floridi, true mis- and disinformation will count as 

well-formed, meaningful data, which is truthful. That is, due to the literal truth, yet misleading character, of 

what is written true misinformation and true disinformation enter the domain of information and will be 

detected as such. Otherwise, the algorithms should be able to detect the falsity of the Gricean implicatures. 

That means that the algorithms should be able to work out the implicature and recognize the discrepancy 

between the literal meaning and the meaning of the implicatum and further be able to recognize that the 

meaning of the implicatum is misleading within the specific context. Further, in order to capture cases of 

omission or neglect, the algorithms should be able to “know” what has been left out – i.e. what has been 

omitted or neglected. 

In order to emphasize that the true/false dichotomy does collapse due to the possibility of true mis- and 

disinformation it is worth considering a possible objection to the argument. 

The objection is that the true/false dichotomy is not actually challenged by true mis- and disinformation 

and cannot easily be abandoned. At the core of the objection lies the argument that something false will 

always be present in cases of misleadingness – e.g. the false implicatum of an implicature – thus, in the end 

it will always be a matter of truth-values. However, in cases of misleadingness by omission, neglect, or 

ignorance it is not clear that anything false needs to be present besides the false beliefs obtained by those 

who are misled. The true/false dichotomy for information vs mis- and disinformation is formulated in 

connection to semantic content only. Thus, it can neither account for pragmatic meaning generated by 

implicatures nor the beliefs obtained based on any semantic content – misleading or not. Further, it is not 

clear how a false belief caused by misleadingness due to inaccuracy, neglect, omission, and the like could 

be regarded as part of the content of the misinformation or disinformation. If the false belief is somehow 

included as part of the content then every proposition, utterance, picture, gesture, etc. – i.e. all semantic 

content – run the risk of including something false. Such a result seems to preclude a distinction between 

misleadingness and non-misleadingness in the first place as everything becomes potentially misleading in 

case anyone obtains a false belief. Implicatures can also work in the other direction in the sense that it is 

possible to implicate something true by saying something, which is literally false. This is for instance the 

case with satire and irony. Most often satire and irony are not misleading because the implicature is true 

and most people will understand the implicature – they will work it out. 

However, this does not change the fact, that what is literally said is false. This means, that if only truth and 

falsity are detected for then satire and irony would be detected as misinformation due to their false 

semantic content. If the purposefulness of the falsity – i.e. that satire and irony are made intentionally – is 

taken into account by the algorithms then satire and irony would be detected as disinformation. 

The notion of implicature as a vehicle for misleadingness (as well as part of language in general) implies 

that misinformation and disinformation (as well as information) are pragmatic notions. (Bear in mind that 

implicatures are not the only vehicles for misleadingness, but they are the specific vehicles that together 

with acts of omission enable true disinformation and true misinformation causing the true/false dichotomy 

to collapse.) 
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Some semantic content can become misleading because it – besides its semantic and literal meaning – has a 

pragmatic meaning which lies beyond what is literally said and which implicates something that is 

inaccurate. Thus, pragmatic meaning is not necessarily misleading in itself. The misleadingness is 

determined by the connection of, or interplay between, various factors: the context of the utterance, the 

semantic meaning, and the pragmatic meaning. 

Result & Conclusion: 

People communicate. They communicate in various ways – online, offline, through language, gestures, and 

pictures. Even algorithms are communicative actions based on formalizations and assumptions from their 

human developers. Sometimes communication can be misleading. 

The misleading or erroneous aspects of communication have prompted various attempts to develop 

algorithms for automatic detection of misinformation and disinformation in online social network 

structures. However, the main focus in these attempts has not been on communication but instead on truth-

values of what is written or posted. 

In this paper, we have studied through an efficient online algorithm that leverages the crowd to detect and 

prevent the spread of misinformation in online social networking sites. In doing so, we establish an 

unexplored connection between stochastic online optimal control of stochastic differential equations 

(SDEs) with jumps, survival analysis, and Bayesian inference. The experiment results gathered from the 

real-world datasets like twitter and the algorithms used may effectively be able to reduce the spread of 

misinformation. 

Based on the conceptual clarification of information, misinformation, and disinformation the question is 

whether automatic detection of non-misleadingness and misleadingness, intentions and intentionality is 

feasible. For instance, non-misleadingness and misleadingness are pragmatic features of meaning. 

Especially misleadingness is on the pragmatic side of language because it can be generated through 

implicatures which works because of the differences between literal meaning and utterer’s meaning. Thus, 

to detect non-misleadingness and misleadingness requires assessment of content, context, literal meaning, 

intentions, and the like in order to determine the utterer’s meaning, hence the implicature (if any is present) 

and to work it out. Also in cases of non-linguistic representational content (i.e. pictures, etc.) detection of 

non-misleadingness and misleadingness requires assessment of content, context, meaning, and intentions. 

Therefore, to automatically detect misleadingness and non-misleadingness requires that algorithms are 

capable of working out implicatures and in general determine and “understand” pragmatic meaning.  

There are many interesting directions for future work. For example, we assumed every person in the crowd 

is equally good (or bad) at flagging misinformation. It would be interesting to relax this assumption, infer 

each person’s trustworthiness, and design algorithms that are robust to adversarial behaviour from part of 

the crowd. Moreover, we considered that stories are independent and the probability that a story is 

misinformation given that a user did (not) flag a story is equal for all stories. However, stories may be 

dependent and the probability that a story is misinformation given a user did (not) flag it may be different 

for stories supported by different sources (or domains).  
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