
© 2019 JETIR June 2019, Volume 6, Issue 6                                                       www.jetir.org (ISSN-2349-5162) 

JETIR1906R51 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 92 
 

SENTIMENT ANALYSIS OF ONLINE 

PRODUCTS BASED ON ITS REVIEW USING 

DATAMINING TECHINIQUES 

1. A.GEETHA 

ASSISTANT PROFESSOR AND HEAD, 

CHIKKANNA GOVERNMENT ARTS COLLEGE. 

 

2. M.ANJALI 

TEACHER, 

VEERASIVAJI VIDHYALAYA MATRICULATION HR.SEC.SCHOOL. 

 

ABSTRACT: Sentiment analysis is an freely automated mining of opinion, emotions and attitudes from the given 

text, database and speech through an NLP methods. It classifies our opinion into negative and positive categories else it 

makes neutral options. In our subjective analysis from mining the appraisal extraction of customer’s text meets the opinion to 

check. It may differ from their domains for example departmental stores, stock market, organization etc., for products, 

opinions likewise to make the decisions; it leads to powerful functionality to business earners using this analysis. The 

classification of sentiment is made as sentiment level, document level, feature level and aspect level, we have the classes 

called positive, negative and neutral. All those analysis give their results as best algorithm to find out sentiment analysis from 

the dataset, from that our thesis discuss about three main algorithms with an real time dataset taken from Amazon, it is 

review data’s about electronic products. We made our results using R tool to compare all those algorithm namely Support 

Vector Machine, Naïve bayes algorithm,, Logistic Regression,, Decision tree and neural network.  

 

Keywords: Sentiment Analysis, Naïve Bayes Classifier, Support Vector Machine, Neural Network. 

 

1. INTRODUCTION 

 

1.1. SENTIMENT ANALYSIS IN DATAMINING 

 

Information  retrieval  (IR)  deals  with  the  

storage,  representation,  organization   and  access  to 

information  items,  the  representation  and organization  

of  which  provides  the  user  with  easy access  to  the  

information  in  which  is interested.[1]In other words, IR 

is finding material of an  unstructured nature  that  

satisfies  an  information need  from  within  large  

collections.  [2] IR  systems identify the documents in a 

collection which matches a  user’s  query  and  thus  

narrow  down  the  set  of documents that are relevant to  

a particular  problem thereby  speeding  up  the  analysis  

considerably  by reducing the number of documents to be 

analyzed. 

Product reviews are everywhere on the Internet. 

the brand’s name on Capterra, G2Crowd, Siftery, Yelp, 

Amazon, and Google Play, just to name a few, so 

collecting data manually is probably out of the question. 

And that’s probably the case have new reviews appearing 

every minute.  

Five various sentiment classification 

methodologies from Machine Learning (MI) (Decision 

Tree, Neural Network ,Support Vector machine ,Logistic 

Regression  and Naïve Bayes) and sentiment orient ways 

to deal with datasets got from different sources to figure 

out how unique information properties including dataset 

estimate, length of target records, and subjectivity of 

information influence the execution of those strategies. 

 Customer review data can be used for 

development of market strategy and decision making for 

product/ service requirements for customer satisfaction, 

strategic analysis, and commercial planning. In the blog 

and any other social media the public sectors and the 

government can get the benefits of public sentiment 

analysis to gather the citizen feedback from the 

implementation of new policy. 

 Because of the sentiment classification 

importance, in sentiment classification for enhance 

accuracy in business and research domains in 

management, computational linguistics, computer science 

among others, here many literature studies proposes 

various algorithms. With progressively ML algorithms or 

assistant assets for word extremity, analysts attempted to 

make an improvement in exactness[3]. 

 However, notwithstanding such key 

estimations of sentiment classification strategies, the 

writing still needs contemplates that furnish experts and 

researchers with clear direction on how and when to apply 

distinctive sentiment classification algorithms to get data 

from various issue spaces. While past investigations are 

concentrating on expanding the algorithms exactness, less 

exertion was had to comprehend the effect of the semantic 

properties of the dataset they use on the algorithm 

performance.  

 The absence of clear rule on the algorithm 

use against various datasets settles on chiefs underutilize 

their information that may prompt under-optimal and 

some of the time wrong choices by disregarding fits 

among information and calculations. A few investigations 

demonstrated an act examination among existing 

algorithm of sentiment classification however they 

neglect to suggest factors that can influence the execution 

of every calculation as they just contrasted the execution 

with respects with the diverse test information or the 

analysis results from the existing dissertations.  
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 Ourdissertation handles the exploration gap 

portrayed above by giving a methodical examination on 

the effect of the phonetic properties of preparing and test 

data on the algorithm performance of diverse. The 

correlation will give researchers and specialists along 

with a reasonable direction for the selection of algorithms 

for a given dataset. Next segment gives fundamental ideas 

of two most broadly utilized sentiment classification 

approaches: Machine Learning and semantic oriented 

methodology[4].  

 

2. RELATED WORK 

2.1. DATA MINING IN SENTIMENT ANALYSIS 

Anaiis Collomb, Crina Costea, Damien 

Joyeux, Omar Hasan and Lionel Brunie [2013], 
demonstrated that most common approach is machine 

learning, a method that needs a significant data set for 

training and learning the aspects and sentiments 

associated. Also, models tend to target a simple global 

classification of reviews, rather than rating individual 

aspects of the reviewed product. Only a few of the 

methods are able to reach a somewhat high level of 

accuracy. Thus, the solutions for sentiment analysis still 

have a long way to go before reaching the confidence 

level demanded by practical applications. 

Bholane Savita Dattu and Prof.Deipali V. 

Gore[2015],the researchers have done the summarization 

of events, real time event detection as well as sentence 

based sentiment  classification accurately and efficiently. 

Naive Bayes classifier is insensitive to unbalanced data 

which give more accurate results. 

Evangelos Psomakelis, Konstantinos Tserpes, 

Dimosthenis Anagnostopoulos and Theodora 

Varvarigou [2015], They presented an analysis and 

overview of the most prominent methods for sentiment 

analysis in Twitter. The emphasis was put on the various 

Natural Language Processing models and the 

combinations of various classifiers. Lexicon-based 

methods were also used. The results demonstrated the 

superiority of n-gram graphs against dictionary 

techniques in capturing the expressed sentiment in a 

document and specifically in tweets. This outcome may 

be explained by the fact that twitter users use a significant 

number of abbreviations and internet slang terms in their 

posts. These terms are not included in any formal 

dictionary and this may be the reason that the 

classification process is extremely difficult using a pre-

rated dictionary, even while using stemming methods. In 

essence the language used in Twitter comprises a whole 

new dialect; different from common English, and thus a 

different dictionary would be appropriate. The results also 

demonstrated the improvements that various 

combinations of Natural Language Processing methods 

and machine learning algorithms can induce in the 

confidence rates of some sentiment analysis techniques. 

 

Pierre FICAMOS and Yan LIU [2016], The  

experiments  of  this  dissertation  mainly  rely  on  the  

Natural Language Toolkit libraries.  As it has been 

introduced in the third section, several preprocessing 

steps rely on these libraries. Furthermore, the algorithm 

which will be applied for this experiments, Naive Bayes 

(NB), is also implemented by Natural Language Toolkit. 

Other sentiment analysis algorithm  such  as  maximum  

entropy  or  SVM  could also have been selected. The  

experiment  focuses  on  two  parameters:  N  the  total 

amount  which  will  be  extracted  from  the  samples,  

and  the threshold  for  the  topic  probability  distribution. 

The aim is to demonstrate that these two parameters are 

linked, and the correct combination of these parameters 

allows to increase the global estimation accuracy. 

 

Lopamudra Dey, Sanjay Chakraborty, 

Anuraag Biswas, Beepa Bose and Sweta Tiwari [2016], 
This research is to analyse the data from the surveys and 

to decide whether it is suitable to be analysed with the use 

of the discussed data mining methods. Bayesian network 

classifiers are a popular supervised classification 

paradigm. A well-known Bayesian network classifier  is  

the  Naïve  Bayes‘  classifier  is  a  probabilistic classifier  

based  on  the  Bayes‘  theorem,  considering Naïve 

(Strong) independence assumption. It  was  introduced  

under  a  different  name  into  the  text retrieval  

community  and  remains  a  popular  (baseline) method  

for  text  categorizing,  the  problem  of  judging 

documents as belonging to one category or the other with 

word  frequencies  as  the  feature.    

Giulio Angiani, Laura Ferrari, Tomaso 

Fontanini, Paolo Fornacciari, Eleonora Iotti, Federico 

Magliani, and Stefano Manicardi [2016], proposed 

demonstrate get the 2015 and 2016 data sets (both test 

and training) of Twitter Sentiment Analysis from 

SemEval. The training sets are covered to the different 

preprocessing events scrutinize in this work. After the 

content of each case of a set has been pre-processed, the 

subsequent sentences (the cleaned tweets) become the 

cases of another preparation set. At that point, such an 

informational collection is utilized for preparing a 

classifier and the comparing test set is ordered by Weka. 

At long last, the correctnesses of the classifiers acquired 

from various preprocessing modules are contrasted and 

one another, so as to assess the proficiency and adequacy 

of every strategy. 

Lopamudra Dey, Sanjay Chakraborty, 

Anuraag Biswas, Beepa Bose and Sweta Tiwari [2016], 

To analyze the data from the  surveys  and  to  decide  

whether  it  is  suitable  to  be analyzed  with  the  use  of  

the  discussed  data  mining methods. A graphical 

description of the processes involve in sentiment analysis. 

Bayesian network classifiers are a popular supervised 

classification paradigm. A well-known Bayesian network 

classifier is the  Naïve  Bayes’ classifier is a probabilistic 

classifier based on the Bayes’ theorem, considering Naïve 

(Strong) independence  assumption, it was introduced 

under a different name into the text retrieval community 

and remains a popular(baseline) method for text 

categorizing, the problem of judging documents  as  

belonging  to one  category  or  the  other   with    word  

frequencies  as  the  feature. An advantage of Naïve 

Bayes’ is that it only requires a small amount of training 

data to estimate the parameters necessary for 

classification. 

Mohan Kamal Hassan, Sana Prasanth 

Shakthi and R Sasikala [2017], Naive Bayes 

classification has independence among its features while 

Bayesian networks can be said that it has dependence for 

all features. It can be used as acyclic graph and  features  

as  nodes  and  has  various  relationships  between  them.  

Accuracy for the probabilistic model is approximately 
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73%. Bayesian Network’s can be difficult to perform for 

the unsupervised models as the correlation for the same 

clusters and actual features is not the same. Instead of 

some thousand products in a superstore, consumers may 

choose among millions of products in an online store to 

satisfy the personalization demands. Use Naïve Bayes 

algorithm and semantic decision tree to classify the 

polarity of comments given on e-commerce websites. 

First, use a web crawler to fetch comment on a particular 

web page. The spelling correction is done to make the 

most sensible comment for knowing the polarity of words 

using Word Net dictionary. Then stemming is performed 

to remove the stop words.  After classifying the positive 

and negative words using Naïve Bayes algorithm, the 

overall polarity is calculated using decision tree. 

 

3. BACKGROUND STUDY 

Text Mining 

Content mining, additionally alluded to as 

content information mining, generally equal to content 

examination, is the way toward getting great data from 

content. Top notch data is regularly inferred through the 

contriving of examples and patterns through methods, for 

example, measurable example learning. Content mining 

more often than not includes the way toward organizing 

the information content (normally parsing, alongside the 

expansion of some determined etymological highlights 

and the evacuation of others, and consequent inclusion 

into a database), inferring designs inside the organized 

information, lastly assessment and understanding of the 

yield. 'High caliber' in content mining more often than not 

alludes to a mix of significance, curiosity, and intrigue. 

Run of the mill content mining errands incorporate 

content order, content bunching, idea/substance 

extraction, creation of granular scientific categorizations, 

estimation examination, archive synopsis, and element 

connection displaying (i.e., learning relations between 

named elements).  

Content investigation includes data recovery, 

lexical examination to study word recurrence circulations, 

design acknowledgment, labeling/explanation, data 

extraction, information mining systems including 

connection and affiliation investigation, perception, and 

prescient examination. The overall objective is, basically, 

to transform content into information for investigation, by 

means of utilization of normal language preparing (NLP) 

and scientific techniques.  

 

A run of the mill application is to check a lot of 

records written in a characteristic language and either 

model the archive set for prescient arrangement purposes 

or populate a database or inquiry file with the data 

separated. 

Text Analytics 

The term content examination depicts a lot of semantic, 

factual, and AI systems that model and structure the data 

substance of literary hotspots for business insight, 

exploratory information examination, research, or 

examination. 

The term content investigation likewise portrays 

that utilization of content examination to react to business 

issues, regardless of whether autonomously or related to 

inquiry and investigation of handled, numerical 

information. It is an axiom that 80 percent of business-

pertinent data begins in unstructured structure, principally 

message. These systems and procedures find and present 

learning – actualities, business guidelines, and 

connections – that is generally secured literary structure, 

invulnerable to computerized preparing. 

Text Analysis and its process 

 Subtasks : parts of a bigger content examination 

exertion regularly include 

 Information recovery or recognizable proof of a 

corpus is a preliminary advance gathering or 

distinguishing a lot of printed materials, on the 

Web or held in a record framework, database, or 

substance corpus director, for investigation.  

 Although some content examination frameworks 

apply only progressed factual techniques, 

numerous others apply progressively broad 

regular language handling, for example, 

grammatical feature labeling, syntactic parsing, 

and different kinds of etymological analysis  

 Named element acknowledgment is the 

utilization of gazetteers or factual procedures to 

recognize named content highlights: individuals, 

associations, place names, stock ticker images, 

certain shortenings, etc.  

 Disambiguation: The utilization of logical 

intimations,might be required to choose where, 

for example, "Portage" can allude to a previous 

U.S. president, a vehicle producer, a motion 

picture star, a stream intersection, or some other 

substance.  

 Recognition of Pattern Identified Entities: 

Features, for example, phone numbers, email 

addresses, amounts (with units) can be 

recognized by means of customary articulation 

or other example matches.  

 Document grouping: distinguishing proof of sets 

of comparative content documents. 

 Coreference: recognizable proof of thing 

expressions and different terms that allude to a 

similar article.  

 Relationship, actuality, and occasion Extraction: 

recognizable proof of relationship among 

elements and other data in content  

 Sentiment investigation includes recognizing 

abstract (instead of authentic) material and 

removing different types of attitudinal data: 

conclusion, assessment, temperament, and 

feeling. Content examination systems are useful 

in breaking down, feeling at the element, idea, or 
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point level and in recognizing conclusion holder 

and assessment object. 

 Quantitative content investigation is a lot of 

systems coming from the sociologies where 

either a human judge or a PC removes semantic 

or linguistic connections between words so as to 

discover the importance or complex examples of, 

as a rule, an easygoing individual content with 

the end goal of mental profiling and so on. 

  

 

 

4. PROPOSED METHODOLOGY 

4.1. Logistic regression 

        Logistic regression predicts the likelihood of a result 

that can just have two qualities (for example a division). 

The forecast depends on the utilization of one or a few 

indicators (numerical and unmitigated). A direct relapse 

isn't fitting for anticipating the estimation of a double 

factor for two reasons:  

 A linear regression will predict values outside 

the acceptable range (e.g. predicting probabilities 

outside the range 0 to 1) 

        Since the dichotomous examinations can 

just have one of two potential qualities for each trial, the 

residuals won't be typically circulated about the 

anticipated line. Then again, a strategic relapse creates a 

calculated bend, which is constrained to values 

somewhere in the range of 0 and 1. Strategic relapse is 

like a straight relapse, yet the bend is built utilizing the 

normal logarithm of the "chances" of the objective 

variable, as opposed to the likelihood. In addition, the 

indicators don't need to be ordinarily disseminated or 

have equivalent difference in each gathering. 

4.2. Support Vector Machine 

          A Support Vector Machine (SVM) performs 

grouping by finding the hyperplane that augments the 

edge between the two classes. The vectors (cases) that 

characterize the hyperplane are the help vectors. 

 

 

 

4.2.1. Algorithm   

1. Define an optimal hyperplane: maximize margin 

2. Extend the above definition for non-linearly 

separable problems: have a penalty term for 

misclassifications. 

      Guide information to high dimensional space where it 

is simpler to characterize with direct choice surfaces: 

reformulate issue so information is mapped certainly to 

this space.   

 

 

 

To define an optimal hyperplane we need to maximize the 

width of the margin (w). 

 

The excellence of SVM is that if the information 

is directly distinguishable, there is an interesting 

worldwide least esteem. A perfect SVM examination 

should deliver a hyperplane that totally isolates the 

vectors (cases) into two non-covering classes. In any case, 

impeccable partition may not be conceivable, or it might 

result in a model with such a large number of cases that 

the model does not group accurately. In this circumstance 

SVM finds the hyperplane that boosts the edge and limits 

the misclassifications. 

 

The least complex approach to isolate two 

gatherings of information is with a straight line (1 

measurement), level plane (2 measurements) or a N-

dimensional hyperplane. Be that as it may, there are 

circumstances where a nonlinear district can isolate the 

gatherings all the more productively. SVM handles this 

by utilizing a part work (nonlinear) to outline information 

into an alternate space where a hyperplane (direct) can't 

be utilized to do the detachment. It implies a non-straight 

capacity is found out by a direct learning machine in a 

high-dimensional element space while the limit of the 

framework is constrained by a parameter that does not 

rely upon the dimensionality of the space. This is called 

piece trap which means the portion capacity change the 

information into a higher dimensional component space to 

make it conceivable to play out the direct partition.  

 

4.3. Naïve Bayes Classifier 

   In AI, innocent Bayes classifiers are a group of 

straightforward "probabilistic classifiers" in light of 

applying Bayes' hypothesis with solid (gullible) autonomy 

suppositions between the highlights. Naive Bayes has 

been contemplated broadly since the 1960s. It was 

presented (however not under that name) into the content 

recovery network in the mid 1960s, and remains a well 

known (gauge) strategy for content order, the issue of 

making a decision about archives as having a place with 

one class or the other, (for example, spam or genuine, 

sports or governmental issues, and so on.) with word 

frequencies as the highlights. With fitting pre-handling, it 

is aggressive in this space with further developed 

techniques including bolster vector machines. It likewise 

discovers application in programmed therapeutic 

conclusion.Naive Bayes classifiers are highly scalable, 

requiring a number of parameters linear in the number of 

variables (features/predictors) in a learning 

problem. Maximum-likelihood training can be done by 

evaluating a closed-form expression, which takes linear 

time, rather than by expensive iterative approximation as 

used for many other types of classifiers. 

 

 

4.4. ELECTRONIC DATA SET FROM AMAZON 

4.2.1. Collected Real Time Dataset 

This dataset contains item surveys and metadata 

from Amazon, including 142.8 million audits spreading 

over May 1996 - July 2014.  
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This dataset incorporates surveys (evaluations, 

content, support cast a ballot), item metadata (portrayals, 

class data, value, brand, and picture highlights), and 

connections (additionally saw/likewise purchased charts). 

"Small" subsets for experimentation 

 If  using this data for a class project (or 

similar)  consider using one of these 

smaller datasets below before requesting 

the larger files. To obtain the larger files 

will need to contact me to obtain access. 

 K-cores (i.e., dense subsets): These data 

have been reduced to extract the k-core, 

such that each of the remaining users and 

items have k reviews each. 

 Ratings only: These datasets include no 

metadata or reviews, but only 

(user,item,rating,timestamp) tuples. Thus 

they are suitable for use 

with mymedialite (or similar) packages. 

SAMPLE REVIEW ANALYSIS 

{ "reviewerID": "A2SUAM1J3GNN3B",  

"asin": "0000013714",  

"reviewerName": "J. McDonald",  

"helpful",  

"reviewText": "I bought this for my husband who plays 

the piano.  

He is having a wonderful time playing these old hymns. 

The music is  

at times hard to read because we think the book was 

published for  

singing from more than playing from. Great purchase 

though!",  

"overall": 5.0,  

"summary": "Heavenly Highway Hymns",  

"unixReviewTime": 1252800000,  

"reviewTime": "09 13, 2009" } 

Where, 

 reviewerID      - ID of the reviewer, 

e.g. A2SUAM1J3GNN3B 

 asin                  - ID of the product, 

e.g. 0000013714 

 reviewerName - name of the reviewer 

 helpful             - helpfulness rating of the review, 

e.g. 2/3 

 reviewText      - text of the review 

 overall             - rating of the product 

 summary         - summary of the review 

 unixReviewTime - time of the review (unix 

time) 

 reviewTime         - time of the review (raw) 

We removed visual highlights from every item picture 

utilizing a profound CNN (see reference underneath). 

Picture highlights are put away in a parallel configuration, 

which comprises of 10 characters (the item ID), trailed by 

4096 Floats (rehashed for each item). See records beneath 

for further assistance perusing the information 

5. CONCLUSION 

The sentiment analysis is very advanced 

technique used in content and text mining properties, the 

data is very useful to allover in the world, using the data 

we have acquire many and many knowledge about the 

product and reviewers, thus the reviews are most useful 

content in text mining to show how much the product is 

good, but many of the frauds are make their product as 

positive, using fake comments, in such a way we make 

our dissertation to show which algorithm is best to 

determine the best algorithm using electronic dataset 

distribution, such as Naïve Bayes Classifier, Artificial 

Neural network, Support Vector Machine classifier, 

Logistic Regression classifier and Decision tree classifier. 

We widely use naïve bayes and support vector machine 

for all those dataset to classify the datas according to their 

threshold but for all the dataset most probability the result 

is support vector machine classifier is good than others, 

because it uses RBF kernel function to show using hyper 

parameter of margin constant, next to SVM we prove that 

the decision tree classifier also good when compared to 

logistic regression, naïve bayes and neural network. 

Conclude that the SVM and DT classifier are very best 

classifier technique in sentiment analysis datamining 

techniques.  
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