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Abstract:  This paper describes the design and implementation of pragmatic system for detection of skin 

lesion using feature extraction techniques. The skin properties like skin dryness, fungus and allergic 

symptoms of skin layer may lead to starting symptoms of malignant melanoma skin cancer. The correct 

identification of skin spots based on certain features is the key steps in detecting the skin cancer disease 

in advance. The affected skin texture profile correlation with malignant melanoma skin cancer is discussed 

in the proposed work. Detection of skin cancer in earlier stages can be a lifesaving process. The detection 

of skin lesion includes four important stages namely Pre-processing, Segmentation, Feature Extraction 

and Classification. Detection can help in curing the cancer and hence detection plays a very vital role. In 

this paper, this system proposes two methods of preprocessing and features were extracted using GLCM. 

The KNN classifier, applied on extraction features which will classify image as melanoma and benign.  

Index Terms – Skin lesion, Melanoma, Benign ,Gaussian filter, RGB channel, preprocessing, 

segmentation, thresholding, edge detection, feature extraction, K-Nearest Neighbor (KNN); Gray Level 

Co-occurrence Matrix (GLCM).   

I. Introduction 

The body's outer covering, which protects against heat and light, injury, and infection is called skin. 

It regulates body temperature and stores water, fat, and vitamin D. Skin has three layers. The epidermis, the 

outermost layer of skin, provides a waterproof barrier and creates our skin tone. The dermis, beneath the 

epidermis, contains tough connective tissue, hair follicles, and sweat glands. The deeper subcutaneous tissue 

(hypodermis) is made of fat and connective tissue. The skin’s color is created by special cells called 

melanocytes, which produce the pigment melanin. Melanocytes are located in the epidermis. A skin lesion 

is an abnormal lump, bump, and ulcer, sore or colored area on the skin. Common skin lesion include moles 

and actinic keratosis. Benign skin lesions are non-cancerous skin growths that may be pointed out by the 

patient or discovered during routine skin examinations. Most skin lesions are benign though some, such 

as actinic keratosis and certain moles, can be precursor to skin cancer or already a skin cancer. 

Cancer is a disease affecting the skin. Skin cancer may appear as malignant or benign form. Malignant 

melanoma is the appearance of sores that cause bleeding. Melanoma is the deadliest form of all skin 

cancers. Melanoma, also known as malignant melanoma. It is named after the cell from which it 

presumably arises, the melanocyte. If diagnosed at the right time, this disease is curable [11]. Melanoma 

diagnosis is difficult and needs sampling and laboratory tests. Melanoma can spread out to all parts of the 

body through lymphatic system or blood.  In women, they most commonly occur on the legs, while in 

men they are most common on the back. Sometimes they develop from a mole with changes such as an 

increase in size, irregular edges, and change in color, itchiness, or skin breakdowns. The primary cause of 

melanoma is (UV) exposure in those with low levels of skin pigment. 

Moles are small skin marks caused by pigment producing cells in the skin. They can be flat or raised, 

smooth or rough. They may occur anywhere on the body. Most are dark brown or black, but some flesh 

color red or yellow. They can change in appearance over time. Some can develop into cancer [12]. Benign 

http://www.jetir.org/


© 2019 JETIR June 2019, Volume 6, Issue 6                                                  www.jetir.org (ISSN-2349-5162) 

JETIR1906Y81 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 65 
 

moles are generally smaller than the size of a pencil eraser. Actinic keratosis occurs when the skin has 

sustained too much sun exposure and damage, they appear as crusty bumps. Actinic keratosis may be 

flesh-colored, brown, pink or red. Affected areas may inflamed, itch or bleed. Actinic keratosis can 

develop into skin cancer. For that reason, most dermatologists want to treat these lesions. The key features 

of skin lesions are, the type of lesion, secondary changes to the surface of the lesion, and the arrangement 

and distribution of the lesions. These are based on diameter of the lesion, relationship of the lesion to the 

surface of the skin. 

If melanoma is recognized and treated early, it is almost always curable, but it is not, the cancer 

can advance and spread to other parts of the body, where it becomes hard to treat and can be fatal. While 

it is not the most common of the skin cancers, it causes the most deaths. An estimated 7,230 people will 

die of melanoma in 2019. Of those, 4,740 will be men and 2,490 will be women. However, early detection 

of skin cancer is an expensive affair. As skin lesions look quite similar to each other, it is difficult to 

determine whether a lesion is benign or malignant. Extensive analysis needs to be performed to identify 

the category of the lesion. Traditionally, an image using a special device, known as a dermatoscope, is 

taken to study the lesion closely. Unfortunately, dermatoscopes are expensive and not widely available 

with dermatologists [13]. 

In this paper, we present an approach to pre-process and segment lesions, extract features from the 

segmented lesions and using KNN which would then classify the lesions into their respective categories. 

We consider three variants each of benign and malignant lesions. The benign lesion category comprises 

of Melanocytic Nevi, Seborrheic Keratoses and Acrochordon, whereas the malignant lesion category 

comprises of Melanoma, Basal Cell Carcinoma (BCC) and Squamous Cell Carcinoma (SCC). 

There are some unique symptoms of skin cancer, such as: Asymmetry, Border irregularity, Color 

variation and Diameter. Those are popularly known as ABCD parameters. ABCD parameters. 

Asymmetry, Border irregularity, Color, Diameter. Asymmetry is one half of the tumor does not match the 

other half. Border irregularity is the unevenness of images. Color intensity change in the lesion region is 

irregular. Malignant melanoma is having a diameter greater than 6 mm [14]. The single most promising 

strategy to cut acutely the mortality rate from melanoma is early detection. Attempts to improve the 

diagnostic accuracy of melanoma have spurred the development of innovative in-vivo imaging modalities, 

including total body photography, dermoscopy, automated diagnostic system and reflectance confocal 

microscopy.  

 

Fig 1.Types of skin cancer 
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Fig 2 a) melanoma   b) Basal cell carcinoma c) Squamous cell carcinoma b) Benign 

 

II. Related work 

This paper introduces a new computer-aided method for classifying both melanocytic skin lesion and 

non-melanocyte skin lesion. This method distinguishes among melanoma, nevi, BCC, and SKs and 

calculate four texture features. Here introduces two classification method SVM and KNN. This 

method is tested on 42 dermoscopic images: 16 melanoma, 9 nevi,8 BCC and 9 SK. The SVM 

classifier outperformed the KNN classifier, achieving an accuracy rate of 75.95% [1].This paper tend 

to two distinct frameworks for identification of skin growth in dermoscopy pictures. The primary 

frame utilizes worldwide strategies and the second frame work utilizes neighborhood highlights and 

the classifier. RBF neural network derives classification. This paper proposed new learning method 

using K mean clustering [2].In this paper, a novel approach for automatic segmentation and 

classification of skin lesions is proposed. For segmentation region growing method is applied by 

automatic initialization of seed points. The extracted lesion areas are represented by color and texture 

features. The performance of the system is tested on 726 samples from 141 images consisting of 5 

different classes of diseases. The result are very promising with 61% of F-measures using SVM and 

KNN [3].In this paper multilevel 2-D wavelet decomposition is used for feature extraction technique. 

These features are given to neural network, which categories the images into cancerous or non-

cancerous [4].In this paper the lesion image analysis tools for the various melanoma parameter like 

ABCD by texture, size and shape analysis for image segmentation and features extraction [5].The 

system consist of two phases whether the pigmented skin lesion is malignant or benign, the second 

phases recognizes melanoma skin cancer types [6]. In this system Otsu thresholding, median filter to 

remove noise has been used. Various classifier such as SVM, KNN, Decision tree (DT) and Boosted 

tree (BT). Comparison of the classification is done. The algorithm shows the accuracy of classification 

rate of KNN 92.70%, SVM is 93.70%, DT is 89.5% and finally the boosted tree(BT) is 84.30% [7].An 

automatic skin cancer classification system is developed and the relationship of skin images across 

type of training networks are studied. To enhance the classification results, the image properties of the 

normal skin is eliminated from the skin affected area and the cancer cell is presented in the image 

[8].In this paper the author propose a new skin melanoma CAD system using texture analysis methods. 

The proposed CAD system consist of four steps, hair removal, filtering, feature extraction and 

classification. In the feature extraction step, they evaluate the performance of five widely used texture 

analysis methods, Grey level co-occurrence matrix, Gabor filter, Histogram of oriented gradients, 

Local binary patterns and Local directional number. The experimental result shows that extracting 

HOG features after hair removal yields the best classification results. HOG gives in AUC of .9783 

with melanoma or common nevi classification and an AUC of .9439 with melanoma or dysplastic nevi 

classification [10]. 
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III. Proposed system 

 

Four different stages in proposed system. They includes preprocessing, segmentation, feature 

extraction and classification. Two system developed with different preprocessing and segmentation 

technique. Knn classifier had been used for classification. The performance of both system computed, rely 

on true report of parameter computed using confusion matrix. Fig3 shows corresponding steps in the 

system and architecture of system are shown in fig 4. The two system designed and implemented using 

matlab. Apart from that color pixel measurement of lesion region were also done. 

 

 

 

 

                                  Fig 3 Proposed Skin Lesion Detection System 

A) Preprocessing 

Before the images can be segmented, they need to be preprocessed and cleaned so as to improve 

the performance of the segmentation algorithm. The preprocessing of first system include: Input the rgb 

image, convert it into greyscale using principle component analysis image using equation 1. After remove 

the noise by applying median filter. Perform complementation and morphological close operation. While 

in second preprocessing technique convert rgb to gray conversion. Gaussian filter used for noise removal. 

.21R+.72G +.07B                   (1) 

Where R –red, G –green and B -blue 

 

B) Segmentation 

The preprocessed image is then segmented using Otsu's thresholding algorithm, a global thresholding 

algorithm .For first system Otsu's algorithm differentiates between the background and the foreground of 

the image by thresholding the image above a computed grey scale value. The decomposition of image 

perform using 2 level discrete wavelet transform, then apply calculated threshold of four wavelet output. 

The segmented image is then masked upon the original image and a segmented colored lesion is obtained. 

The reconstruction of image formed using inverse wavelet transform. In the second system active contour 

was used for segmentation. 

 

C) Feature Extraction 

After segmentation of image, the lesion region identified, then feature extracted of lesion region using 

Grey-level co-occurrence matrix. Here four glcm features extracted from lesion region, which are listed 

in the table 1 and other color feature such as mean, standard deviation also extracted from the segmented 

region. Then features as given as input to classifier for classification. Below given the description of 

working of glcm feature extraction techniques. 

Preprocessing Segmentation 
Feature 

extraction 
Classification 

Melanoma 

 

Benign 
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GLCM 

A statistical method of examining texture that considers the spatial relationship of pixels is the gray-level 

co-occurrence matrix (GLCM), also known as the gray-level spatial dependence matrix. The GLCM 

functions characterize the texture of an image by calculating how often pairs of pixel with specific values 

and in a specified spatial relationship occur in an image, creating a GLCM, and then extracting statistical 

measures from this matrix. After you create the GLCMs, you can derive several statistics from them using 

the graycoprops function. These statistics provide information about the texture of an image [16]. 

 Contrast: Measures the local variations in the gray-level co-occurrence matrix. 

 Correlation: Measures the joint probability occurrence of the specified pixel pairs. 

 Energy: Provides the sum of squared elements in the GLCM. Also known as uniformity or the 

angular second moment. 

 Homogeneity: Measures the closeness of the distribution of elements in the GLCM to the GLCM 

diagonal. 

 

 

 

 

 
 

Table 1 GLCM features 

 
 

 

Fig 4 Architecture of proposed system 
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D) Classification  

Classification of image as melanoma or benign were done using knn classifier. KNN   is a classification or 

supervised learning algorithm. For training 200 images were taken among that 140 melanoma and 110 

were benign. We would be looking at the K nearest training data points and take the most frequently 

occurring classes and assign that class to the test data. Therefore, K represents the number of training data 

points lying in proximity to the test data point which we are going to use to find the class. It classifies the 

rows of the data matrix Sample into groups, based on the grouping of the rows 

of Training. Sample and Training must be matrices with the same number of columns. Group is a vector 

whose distinct values define the grouping of the rows in Training. Each row of Training belongs to the 

group whose value is the corresponding entry of Group. Knnclassify assigns each row of Sample to the 

group for the closest row of Training. Group can be a numeric vector, a string array, or a cell array of 

strings. Training and Group must have the same number of rows.  

Syntax 

Class = knnclassify (Sample, Training, Group) 

E) Analysis of system using Confusion matrix 

It is a table that is often used to describe the performance of a classification model on a set of test data for 

which the true vales are known. The confusion matrix displays the total number of observations in each 

cell. The rows of the confusion matrix correspond to the true class, and the columns correspond to the 

predicted class. Diagonal and off-diagonal cells correspond to correctly and incorrectly classified 

observations [15]. 

 

 

Fig 5: Confusion matrix 

 

F) Algorithm for measuring color pixel and knn classifier 

Algorithm 1: 

Step 1: Read rgb image 

Step 2: detect the skin lesion region using segmentation technique using first system preprocessing 

technique 

Step 3: The image contains the lesion extracted from the surrounding skin then calculate the color pixel. 

Step 4: Output six color pixels black, white, red, light brown, dark brown, and blue gray in the lesion 

area detected. 
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Algorithm 2: 

 Load the training and test data 

 Choose the value of K. For getting the predicted class, iterate from 1 to total  
number of training data points, 

For each point in test data 

i) Calculate the distance between test data and each row of training data.  That is 

find the Euclidean distance to all training data points. 

ii) Store the Euclidean distances in a list and sort it. 

iii) Assign a class to the test point based on the majority of classes present in the 

chosen points. 

 Return the predicted class. 

 

G) System implementation using MAT LAB: It is basically a high level language used in technical 

computing. It provides an integrated programming environment along with sophisticated tool/functions 

for computations and visualization. MATLAB supports wide range of data structures, built-in tools for 

editing and debugging and visualization, along with the extended support for some the object-oriented 

features. Thus MATLAB is considered to be a best tool in the field of education and research. 

 

IV RESULT 

The proposed method is implemented with MATLAB platform. The images are processed and 

their features evaluated using the Image Processing Toolbox, A set of 200 images were acquired from 

different web sources. This dataset is available for research and educational purposes belonging to 

melanoma and benign. This dataset of images were divided into 140 with colors of white, red, light-brown, 

dark-brown, blue-gray and black and 110 as benign  Training taken place on those set of images 

categorized into melanoma and benign as the way images are tested, these method usually consist of the 

three steps:-border detection of skin lesion region, feature extraction and classification. Here using guide 

gui are designed.  

A) Implemented system result 

               

Fig 6 Skin Lesion detection system1 
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        Table II Color Feature 

 

          

Table III GLCM features 

Bar chart of feature vector of image 30 detected as Melanoma skin lesion 

 

 

Fig 7 Bar chart 

Below are the final output images stage by stage of First lesion detection algorithm and classification 

system 

  
 (a) 

 
(b)  

(c ) 

http://www.jetir.org/


© 2019 JETIR June 2019, Volume 6, Issue 6                                                  www.jetir.org (ISSN-2349-5162) 

JETIR1906Y81 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 72 
 

 
(d) 

 

 
 

(e) 

 
(f) 

 
(g) 

 
(h) 

Resulted Images Fig 8 a) RGB Image b) RGB to Gray conversion c) Complemented image 

       d) Four Wavelet output e) Edge Detection f) Region Elimination g) Filling lesion region  

                h) RGB image boundary detection 

B). System Evaluation result 

KNN classifier result had been judged by confusion matrix. Sensitivity indicates to the percentage of the 

correct detection of malignant melanoma (the percentage rate of true positive detection). Specificity 

indicates to the percentage of the correct detection of the non-melanoma skin lesion i.e. benign (the 

percentage rate of false positive detection). Both of sensitivity and specificity could be computed by using 

the following concepts: True positive (TP): positive cases classified as positive. True negative (TN): 

negative cases classified as negative. False positive (FP): negative cases classified as positive. False 

negative (FN): positive cases classified as negative. Here a, Precision, Recall and F-measure to evaluate 

the performance of our CAD system. Precision could be defined as positive prediction value, Recall is the 

same as sensitivity, F-measure is the measure of classifier effectiveness which depends on both precision 

and recall as shown in the F-measure equation. The following equations equated using confusion. 
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Two system developed and tested using KNN. The different parameter as show in equation 1 to 7 

evaluated. The computed parameter are list in table3 for comparisons. The result is obvious by this, the 

first system is better than second regarding accuracy, sensitivity, specificity. From the experiment result 

shown that KNN classify more accurately using first system than second system. The KNN classifier 

applied two system done prediction of 185 images. In which actually 120 images are melanoma and 65 

are benign images. 

 

 

Table III parameters for measuring performance 

C) Advantages of knn 

 Knn is simple to understand and implement. 

 Knn executes quickly for small training data sets. 

 No retraining is required if the new training pattern is added to the existing training set. 

 Don’t need any prior knowledge about the structure of data in the training set 

V Conclusion 

At successfully execution of project and resulted segmented lesion image using two different 

preprocessing technique and two different segmentation technique, detected skin lesion region and color 

pixel measurement technique used which accurately count the number of six different color pixel in the 

skin lesion region. Gray level co-occurrence matrix based feature extraction to obtain energy, entropy, 

contrast, correlation. These texture features are served as the input to classify the image accurately. From 

the experiment result yield first system has misclassification rate  8% compare to second system with 

22%.Effective use of multiple features of the image and the selection of a suitable classification method 

are especially significant for improving classification accuracy. Here KNN classification techniques used 

for improving accuracy. In future work different texture extraction technique such as LBP, HOG would 

be used and compare against GLCM using different types of classifier such SVM and Neural Network. 
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