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Abstract :  Linux operating system is vast as well as a very powerful operating system. The performance of such systems 

becomes crucial for running various applications. Bottlenecks in performance would ultimately lead to failure of the system. 
Hence, assessment of system performance is done to ensure that all the resources are utilized optimally. The system performance 

is given in terms of efficiency, accuracy and speed of execution of the program instructions. When it comes to Linux, there are 

several distributions such as Ubuntu, OpenSuse, CentOS and Fedora. With over 600 distributions available in Linux, command 

line interface tools provide a simple, standard platform for extracting system performance parameters. Thus, various tools are 

used to extract performance parameters such as CPU utilization, memory usage, network bandwidth, disk utilization and hardware 

description. Analysis of these parameters gives the overall performance of the system and helps pinpoint the bottlenecks causing 

degradation of the system. Once the causes for bottlenecks are found, solution strategies can be implemented accordingly to 

resolve the depreciation of performance. 
 

IndexTerms - CLI, Linux, system performance. 

I. INTRODUCTION 

 

      A variety of operating systems have been developed and updated consistently to meet the requirements of the current 

technology. Linux is one of the most widely used open source operating system which has different distributions such as Ubuntu, 

Fedora, Suse and CentOS. The distributions have the same underlying kernel but differ in terms of the conventional software 

being used to interact with the hardware. The conventional software includes system technologies such as package managers, 

display servers and desktop environments. Thus, a variety of Linux operating systems are available for use based on the 

application requirements. With the existence of many such systems, it becomes imperative to analyze and ensure optimal system 

performance.  

 

Computer systems are becoming incredibly intricate with the growth in technology. System performance analysis becomes a 

prerequisite for understanding and tuning computer frameworks to perform tasks proficiently. Performance is the measure of 

useful work achieved by a system. Performance is also assessed based on efficiency, accuracy and speed of executing computer 
instructions. System performance centers around quantitative design criteria for installed applications, their resource usage and it's 

trade-off with expense. Covering an expansive scope of additional practical criteria, system performance may, for instance, 

identify with apparent nature of utilitarian results, timing behavior, storage space, bandwidth utilization, heat dissipation and 

energy consumption. Such cross-cutting criteria are among the most significant ones for systems as they are regularly a key 

selling factor. The performance of any system can be assessed in quantifiable, technical terms, utilizing at least one of the 

measurements. Along these lines, a comparison of the performance can be made relative with different systems or a similar 

system after changes. A cutting-edge system comprises of various software for running applications on an operating system that 

executes on multiple processors. The system bottlenecks could show up at different dimensions, or they could be a combination of 

various events happening at distinct levels. The CPU, I/O system, memory system, BIOS programming of the chipsets, the 

operating system parts, and the software stack all impact the general system performance. An ideal system has the product design 

and software mapped accurately to the hardware. An ideal system also provides high availability, low transmission time, 

appropriate response time, high throughput and low utilization of computing resources. 
The analysis of Linux operating system performance can be done easily with the help of command line interface (CLI) tools. All 

the performance parameters are determined by the kernel. The CLI tools facilitate the extraction of the system performance for 

further examining. The command line is basically a shell which receives commands as text interface from the user and gives it to 

the operating system for further processing. Thus, by utilizing these tools, performance can be evaluated without the hassle of 

dealing with the kernel of the system.  

 

The main contribution of the paper is the examining and evaluation of system performance in Linux operating systems through 

the shell. With a variety of operating systems made available to the user, the extraction procedure remains the same due to the 

utilization of command line interface tools. Thus, a standardized procedure is implemented which gives rise to a wide range of 

performance metrics. The analysis of the metrics helps to pinpoint the bottlenecks in the performance and evaluate the overall 

performance of the system.    
 

The rest of the paper is organized as follows. Section II gives an overview on the various performance metrics and how these are 

analyzed in Linux environments. Section III describes the Linux operating system and the features provided by it. Section IV 

defines the various system performance parameters essential for the running of a system. The tools used for extracting the 

parameters and the analysis of the extracted system metrics are described in Section V and VI. Finally, section VII states the 

conclusions drawn from the extraction and analysis of system performance. 
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II. RELATED WORK 

Since extraction of metrics involves understanding of operating systems and their attributes, understanding the features 

and functionalities of such systems are essential. Different operating systems can be classified based on the performance using the 

TCP/IP protocol headers. [1] Another method for identification of the operating system comes from penetrating the firewall of the 

system and detect the remote host. [2] Since Linux is the system in focus, the aspects of the Linux kernel and its architecture, as 

well as the various Linux distributions are very important. [3]  
 

Once a broad understanding of Linux as well as the evolution of networks in Linux is obtained [4], the performance of various 

systems of Linux is assessed. Performance of Linux operating systems needs to be analysed in depth to understand the metrics 

that are to be extracted and all the parameters which affect the overall performance of the system. This not only depends on the 

processes running in the system but also on the applications deployed on the system. There are several causes for OS latency, the 

main contributors are non-pre-emptive sections in the kernel or driver, timer resolution and scheduling jitter. The plan to 

overcome these problems is to use a pre-emptive lock-breaking Linux with a high-resolution timer mechanism, in order to 

implement a predictable scheduling algorithm. [5] Performance of hardware components in a Linux environment is also described 

and dependent on the kernel analysis. [6] Methodologies used to improve the real-time performance of a Linux operating system 

such as dual-kernel method, clock granularity, interrupt mechanism and real-time scheduling algorithm implementations are made 

in the kernel. [7] The kernel has a great impact on the performance of the system and it can easily retrieve the required software 

information. Thus, using the kernel, Linux software performance is also tested. [8] 
 

As the number of high-performance computers are growing and expanding, the number of applications utilizing them increases. 

This means that the operating system now consumes a part of the system performance to manage the hardware resources and 

schedule tasks to ensure proper distribution of resources between several nodes of the high-performance computers. [9] Apart from 

this, the various requirements in a real-time environment are to be assessed as well. [10] The real-time performance of operating 

systems in a multithreaded simulation of complex Linux systems also helps understand how general-purpose and real-time 

operating systems function. [11] While monitoring performance, it is imperative that both the application and the executing system 

is evaluated. Further, the tool analyzing the performance must not require much effort to apply to an application. This means that 

modifications must not be done to the user application. [12] Therefore, the tools used in the command line interface must ensure 

that no modifications are done to the system while extracting the metrics.  

[13], [14], [15] and [16] consist of studies and research documentation regarding the Linux shell, Linux operating system and the 

Bourne Again shell scripting platform. These concepts lay out a foundation on which the concepts are understood in depth. 

III. LINUX OPERATING SYSTEM 

Linux is a computer operating system. An operating system consists of the software that manages the computer and 

allows the execution of software on it. Linux is one of famous versions of UNIX operating systems It is open source as its source 

code is accessible to everyone. Linux was structured keeping the UNIX system compatibility on mind. The functionalities of 

Linux and UNIX are similar. Some of the features of Linux are as follows: 

 

 Open Source: Linux code is a community-based development project that is readily available to all. 

 File System: The Linux file system is that of a hierarchical file system that arranges files and directories in a systematic 

order. 

 Application support: It has its own software repository from which many applications can be installed and downloaded. 

 Multiuser capability: Multiple users are able to access the same system resources such as memory, hard disk, etc. But in order 

to operate they have to use different terminals.  

 Multitasking: By intelligently splitting the CPU time, more than one function can be performed instantaneously. 

 Portability: Portability provides support for various hardware types.  

 Security: Security is provided in three ways namely authorization, authentication, and encryption. 

 Graphical User Interface: Linux is an operating system which is based on command line, but by installing packages it can be 

transformed to a graphical user interface. 

 

But Linux is a kernel, it does not form the complete operating system. Free software is used to create packages which is integrated 

with the Linux kernel to form Linux distributions. If Linux needs to be installed, a distribution has to be chosen. The fundamental 

framework of each distribution is similar, however the subsystems built around it are distinct in nature. Every variant is delivered 
by different organizations meeting their own requirements to achieve their goals. The outcome is a unique variant of Linux which 

is meant for a slightly different set of clients and users. Also called as distros, some of them are lightweight which are better 

suited for older systems with slower hardware components, while some of the others are easier to install and are more user 

friendly than others. Some distributions even require significant and in-depth knowledge about Linux in order to use the 

distribution. Thus, the vast number of features as well as choices of distributions provided by Linux provides a suitable 

background for the study of system performance parameters. 

IV. SYSTEM PERFORMANCE PARAMETERS 

There are several resources available to the system and the various applications running on that system. The performance 

of the system is based on the utilization of the resources. Hence, system performance metrics need to be analyzed and monitored. 

Some the key performance metrics are discussed below. 

 

4.1 CPU Utilization 
CPU utilization is the sum of work dealt with by a Central Processing Unit and the usage of processing resources. It is 

used to evaluate system performance. CPU utilization can change as per the amount and type of computing task since certain 

tasks require substantial CPU time while others require less CPU time. Process time is another name for CPU time and is the 
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measure of time utilized by a CPU for processing instructions of a computer program or an operating system. CPU time is 

evaluated in clock ticks or seconds. CPU utilization demonstrates the burden on a processor in terms of percentage. For instance, 

a heavy load with just a couple of running programs may show inadequate CPU power support, or running programs covered up 

by the system monitor which indicates potential malware in the system. 

 

4.2 Memory Usage 
 The type as well as amount of memory installed in a system depicts the amount of data that can be processed altogether, 

in a single cycle. Larger RAMs and faster memory facilitate the system to perform at a high speed. Applications which overload 

the RAM end up providing marginally slower speeds. Therefore, the memory allocated to the system needs to be assessed.  

Linux executes a demand-based paging system for the virtual memory framework. Processes are allocated large virtual memory 
space. The appropriate pages are transferred between physical memory and the disk whenever the virtual memory is called. The 

kernel swaps older pages back and forth to the disk when there are no physical memory pages available. Code pages which have 

not been altered are just discarded, otherwise, these are written to swap areas. Disk reads and writes are much slower than 

physical memory access because disks are mechanical devices. The kernel begins spending much more time swapping pages than 

spending time on execution of programs when memory pages exceed the physical memory present on the system. The system 

slows down and starts thrashing. If this continues till the swap device is completely used, the system will come to a virtual 

standstill. The kernel attempts to put extra physical memory which is not in use to work as a disk cache or buffer. Recently and 

frequently accessed disk data in the memory is stored in the disk buffer. If this data needs to be retrieved again, it is taken from 

the cache, thereby increasing the performance. Although the buffer is mainly used for paging, it can also be used to shrink and 

grow the memory dynamically to put to good use. Hence, all the memory is used wisely. 

 
Thus, the used memory, buffer and cache memory, shared memory all play a vital is depicting the effect of memory on the overall 

performance of the system. 

 

4.3 Network Throughput and Bandwidth 

 Performance of any network is evaluated using network throughput and bandwidth. Throughput is the name given to the 

measure of information that can be sent and received within a particular time period. At the end of the day, throughput estimates 

the rate at which messages reach the destination effectively. Packet delivery is effectively and practically measured using 

throughput. Normal throughput tells the client the quantity of packets arriving at the destination. Successful arrival of packets at 

the destination ensures a high-performance service. If heaps of packets are being lost during transmission and become ineffective, 

at that point the performance of the system and the network will be poor. Checking system throughput is vital for associations 

hoping to monitor the real-time performance of their system as well as network and ensure effective delivery of packets. More 

often than not, network throughput is estimated in bits per second but now and then it is also estimated in data packets every 
second. Network throughput is estimated as an average which depicts the overall performance of the network. Low throughput 

indicates packet loss problems. 

 

Utilizing throughput to gauge network performance is valuable while troubleshooting since it helps pinpoint the main problems 

and causes associated with a slow network. In any case, it is only one of three factors that decide performance of the network. The 

other two are packet loss and latency. Packet loss is a term used to determine the quantity of packets lost during transmission 

within a network. Latency defines the time taken for a packet to be transmitted from the source to its destination. It can be 

estimated in various ways like a one-way transfer or round-trip time.  

 

Network bandwidth is a proportion of how much information or data can be sent and received at a time. more data can be sent 

forward and backward as the bandwidth is increased. The term bandwidth isn't utilized to quantify speed but instead to gauge 
capacity. Bandwidth can be estimated in megabits per second, bits per second and gigabits per second. The key aspect about data 

bandwidth is that larger bandwidth does not assure high network performance. On the off chance that throughput in the network is 

being influenced by packet loss, latency and jitter then the network will see delays regardless of whether a considerable amount of 

bandwidth is accessible. 

 

Lack of the required processing power or bandwidth to accomplish the task at hand during the communication between two or 

more devices leads to network bottlenecks. Overburdened network communication devices, overloaded servers and loss of 

integrity of the network are a few reasons for bottlenecks seen in the network. The issues can be resolved by upgrading network 

hardware like hubs, access points and routers. Further, servers can be upgraded and added to the network to ensure proper 

network utilization. 

 

 

4.4 Disk Usage 
 Advancement in innovation of computing technologies have generally focused on handling processing power and very 

little on the I/O and storage part of the system. This is the reason the CPU and GPU have progressed by a wide margin while 

storage of a system like the hard disk drive has just progressed reasonably. Storage capacity has indeed improved drastically, yet 

the I/O performance of the hard disk is slow and cannot keep up with the power provided by the processor. This is a result of the 

distinction in hardware design. The CPU is absolutely electronic while the hard disk is electromechanical and is very restricted by 

its mechanical parts. New storage choices like the strong state drive plan to eradicate this gap in performance. Storage 

performance has become a bottleneck in computing systems and applications; thus, they need to be assessed and maintained.  

 

One of the important parameters while considering disk usage is Input/Output Operations per Second (IOPS). IOPS measures the 

number of storage transactions processed through a system each second. Smaller data objects like web traffic logs can be 
measured using IOPS. The term IOPS stands for input/output operations per second. Frequently, this is a standout amongst the 
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most touted measurements of any storage framework or storage cluster model. Particularly, when managing conventional storage 

clusters using HDD, IOPS were fundamentally significant as they were surely an indicator of the potential of performance in an 

array. The present drives can convey IOPS such that they result in a huge number of IOPS every second. 

 

Another important metric to be considered for evaluating disk performance is disk throughput. It is a measure of what number of 

I/O activities can be done in a given time, usually in seconds. Numerous storage clusters are estimated in Megabyte per second. 

There are additionally typically two unique types for throughput namely, sustained and peak throughput. Sustained throughput is 

the measure of data that is constantly pushed by the device. Peak throughput measures the amount of data during burst times. It 

also describes the amount of data that flows through a point in the data path over a given amount of time. Throughput is usually 

the best storage metric when it comes to measurement of data that needs to be streamed quickly, such as videos and images. 
 

Storage requirements can change among situations and are dependent on the particular application. A high performing storage 

environment can mean a wide range of things. Once in a while, high throughput or high IOPS mean high storage performance 

however it may not recount to the full story. Therefore, in addition to IOPS and throughput, latency must be utilized to quantify 

the performance of storage devices. 

 

HDDs, SDDs and other long-term storage lead to bottlenecks in the disk usage as they are the slowest component within a server 

or a computer. Physical limits exist even for the fastest long-term storage devices. Thus, troubleshooting these bottlenecks are 

rather difficult. Reduction of fragmentation issues and augmenting data caching rates in RAM improves disk usage speed. 

Insufficient bandwidth should be addressed on a physical level. This is done by expanding RAID configurations and switching to 

faster storage devices. 
 

4.5 Hardware Metrics 
 Performance of a system depends on the usage of resources, but it is the hardware and software capabilities which 

essentially enhance the system performance to achieve the required benchmarks. Without the correct hardware support, systems 

would collapse. The software performance depends on the programming of applications and the underlying operating system. 

Thus, hardware and software details of any system need to be analyzed thoroughly.  

V. COMMAND-LINE TOOLS FOR EXTRACTING SYSTEM PERFORMANCE 

The extraction of the system performance metrics is done with the help of bash scripting through the command line 

interface. Bash scripting provides the feature of integrating various tools on the Linux platform which extracts the metrics. Apart 

from this, in Linux everything is a file system. Therefore, CPU, memory and process information are available in the /proc file 

system. Thus, using bash scripts, the system metrics can be extracted. Various tools are used in bash scripting to extract the 

system performance metrics. These tools are available in repositories which can be downloaded and installed. Once installed, all 
the tools run the same on any Linux platform, thereby, providing a standard layout of assessment. The various tools used for 

extracting system metrics through the command line are described in the following section. 

 

5.1 Tools for Extracting CPU Utilization 

CPU information involves CPU utilization, load average and the number of cores, amongst several other parameters. 

Also, /proc/cpuinfo file system also provides CPU information. Thus, some of the basic tools used for the extraction of CPU 

metrics are: 

 

 Systems Activity Report (Sar): The Sar command line tool writes the contents of selected cumulative activity counters in the 

operating system for standard output. The accounting system writes, in seconds, the specified number of times spaced 

between the defined intervals based on the values in the count and interval parameters. If the parameter of the interval is set 
to null, the Sar command displays the average statistics for the time since the start of the system. If, without the count 

parameter, the interval parameter is specified, reports are generated continually. This command comes from the Sysstat 

package. 

 Dstat: Dstat is a powerful, flexible and agile Linux system resource statistics tool. It comes with additional features, counters 

and is highly expandable, users with knowledge of Python can build their own plugins. Dstat allows a user to instantly view 

all the system resources, e.g. Compare disk usage in combination with IDE controller interrupts or directly compare network 

bandwidth numbers with disk throughput (at the same interval). Dstat also cleverly provides the most detailed column 

information and clearly shows the magnitude and unit of the output. 

 Top: A dynamic real-time view of a running system is obtained by the top program as seen in Fig. 1. It can display system 

synopsis details as well as a list of tasks that the Linux kernel is currently managing. All user configurable are the types of 

system summary information displayed and the types, order and size of information displayed for tasks and that configuration 
can be made persistent through restarts. The program provides a limited interactive interface for manipulation of processes as 

well as a much larger personal configuration interface, thus, covering all aspects of its operation. And while top is mentioned 

throughout this document, the program can be renamed as per requirements. This new name, possibly an alias, is then 

displayed at the top and used when reading as well as writing a configuration file. 

 Mpstat: The mpstat instruction writes to standard output tasks for each processor, with processor zero being the first. There 

are also reports of global average activities among all processors. If no activity is selected, the default report is the usage 

report of the CPU. When invoking the mpstat program, two sections of statistics are displayed. The first section shows the 

system configuration displayed when the command starts and when a system configuration change occurs. The second 

section reveals the usage statistics displayed in intervals and the values of these metrics are deltas from earlier intervals at any 

time. 

Thus, various other commands are also used to extract the CPU metrics, mainly the CPU usage and load average of the system such 

as atop, htop, etc. 
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5.2 Tools for Extracting Metrics Depicting Memory Usage 

Memory usage is the main performance metric that needs to be analysed. Memory usage not only includes total memory, 

free memory and used memory but also involves active and inactive memory, buffer and cache memory, shared memory, etc. All 

these parameters need to be extracted and analysed accordingly as shown in Fig. 2. This is done through the use of command line 

tools. The tools essentially retrieve their information from /proc/meminfo file system which contains all the memory related 

values. Thus, the various tools used for extracting memory information are as follows: 

 Free: The total amount of free and used physical and swap memory in the system and the buffers used by the kernel are 

exhibited with the help of the free program. The column of shared memory should be ignored as it is obsolete. 

 Virtual Memory Statistics (Vmstat): Vmstat has become a computer system monitoring tool that collects and displays 

summary on system memory, paging, interrupts, processes, and I / O block storages. Vmstat users can define a sampling 

interval that allows system activity to be directly measured in near-real time. 

 

5.3 Tools for Extraction of Network Utilization 

Network performance can be analyzed based on network bandwidth. Thus, network utilization is primarily extracted 

through the bandwidth being utilized by the system as depicted in Fig. 3. This is done with the help of tools such as: 

 VnStat: VnStat is a Linux operating system network tool. It uses an interface for the command line.  It keeps the specified 

interfaces with a log of hourly, daily and monthly network traffic, but is not a packet sniffer. It uses the kernel's network 

interface statistics as the source of information. This means that vnStat will not actually sniff any traffic and will also make 

sure that system resources are used lightly irrespective of network traffic rate. Traffic information from the proc filesystem 

will still be evaluated. This way, even without root permissions, vnStat may be used. 

 Interface Statistics (IfStat): IfStat prints statistics based on the network interface. The tool keeps records of the historical data 

presented in history files and reveals only the difference between the last and the current call by default. 

   

 
 

Fig. 1. Output of Top for CPU utilization 
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Fig. 2. Memory Usage on Ubuntu 

 
 

 
 

Fig. 3. Network Utilization 

 

5.4 Command Line Tools for Extracting Disk Usage 

Disk utilization and analysis of the same is required to handle storage intensive applications. Fig. 4. shows the various 
disk metrics obtained when the tools are used for obtaining disk utilization. Various tools can be used to extract disk related 

information: 

 Input/Output Statistics (Iostat): Iostat program is used to monitor the input / output device loading of the system by 

examining the time the devices are engaged comparative to the average transfer rates. The iostat creates reports that can be 

used to modify system configuration to sustain physical disk input/output. Iostat is available in Sysstat package. The iostat 

command generates two reports in general, a report on the usage of the CPU and a report on all I /O statistics of the disks. 

 Collectl: • Collectl is a command-line utility that can be used to collect performance data on the current status of the system. 

Unlike most other monitoring systems, Collectl does not focus on a limited number of system metrics. Rather, it can gather 

information on a variety of system resources, including CPU, disk, network, memory, sockets, inodes, luster, memory, NFS, 

processes, quadrics, slabs, etc. 

 Dstat: Dstat can also be used to retrieve disk and process information along with CPU utilization. 

 Systems Activity Report: Sar, like other tools, provides extensive list of system metrics. Disk utilization is depicted by using 

this tool. 
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Fig. 4. Extraction of Disk Metrics 

 

 

5.5 Tools for Extracting Hardware Information 

Various hardware features including the underlying Linux flavor, architecture and the number of virtual cores are 
extracted. Some of the tools used to extract the hardware information are as follows: 

 Hostnamectl: Hostnamectl provides the right API for handling the hostname of the Linux system and changing its associated 

settings. The instruction also enables to change the hostname without the /etc/hostname file being located and edited on a 

given system. Hostnamectl provides information about the operating system as well. 

 LsCpu: Lscpu assembles detailed information from sysfs and /proc/cpuinfo. The output of the tool can be tailored for human 

readability or parsing. For example, the information includes the number of nodes for threads, cores, CPUs, sockets, etc. CPU 

caches and cache sharing information, family, model, byte order, and stepping are also available. 

 Hardware Lister (lshw): Lshw is a neat tool that produces detailed accounts on various hardware components such as 

firmware version, memory configuration, CPU version and speed, mainboard configuration, cache settings, USB, graphics 

card, network card, bus speed, etc. By reading files under /proc directory and DMI table, it yields hardware information. In 

order to detect the maximum amount of information, lshw must be run as a super user or only partial information will be 
reported. There is a special option in the lshw known as class, which will display specific hardware information in detail.  

 List connected PCI devices (lspci): Lspci is a tool for depicting PCI bus details in the system and devices connected to it. A 

list of potential devices is reflected by default. In normal output, B / D / F (Bus, Device, Function) of the device is specified 

by the first three hexadecimal numbers. Connectivity to some sections of the PCI configuration space is restricted to root on 

many operating systems, so features are limited for normal users. 

There are various other tools which have been developed for the purpose of studying the performance of a system. All of the tools 

more or less end up giving similar parameters. 

VI. ANALYSIS OF EXTRACTED METRICS 

Once the metrics have been extracted through the usage of various tools, an interpretation of each metric would give an 

overall understanding of how the system is performing. Thus, the various metrics along with their analysis is provided in detail.  

 

6.1 CPU Subsystem Metrics 

The different types of CPU load percentages are used in depicting and analyzing the CPU utilization are as follows:  

 User usage percentage (%user): This parameter indicates the percentage of CPU utilization that occurred while executing an 
application at the user level. A user space program is any process that doesn't belong to the kernel. Some user space processes 

are Shells, web servers, compilers, databases, the programs associated with the desktop, etc. It is typical that the majority of 

the CPU time should be spent running user space processes if the processor is not idle. 

 System usage percentage (%system): Percentage of CPU utilized while executing at the kernel level is indicated by this field. 

All the system resources and processes are dealt with using the Linux kernel. When a user space process needs any resource 

from the system, for instance, when it needs to perform some I/O, allocate memory or needs to create a child process, then 

the kernel is running. In fact, the scheduler which determines the process that need to runs next is part of the kernel. The 

amount of time spent in the kernel should be very minimal. 

 Priority percentage (%nice): Percentage of CPU utilization that occurred while carrying out processes at the user level with 

nice priority is given by this value. The priority level of a user space process can be changed by modifying its niceness. The 

%nice demonstrates how much time the CPU spent running user space processes that have been given a nice value thereby 

assigning priority. In systems where no processes have been given a priority, the nice value or number will be 0. 
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 Idle percentage (%idle): This depicts the percentage of time that the CPU or CPUs were idle during the time at which the 

system did not have an outstanding disk I/O request. 

 Input/Output wait percentage (%iowait): This yields the percentage of time that the CPU or CPUs were idle during the time 

at which the system had an outstanding disk I/O request. Input or output operations, like writing or reading to a disk, are 

comparatively slower than the speed of a CPU. Although these operations happen appear to be extremely fast, they are still 

slow when it comes to the performance of a CPU. Sometimes, the processor has initiated a read or write operation but it has 

to wait for the result, there is nothing else to do. It is idle while waiting for that I/O operation to finish. This is indicated by 

%iowait. 

 Load Average: Apart from percentages, load average also depicts the CPU utilization of a system. All UNIX-like frameworks 

customarily show the CPU load as 1-minute, 5-moment and 15-minute load averages. Basically, the load average depicts the 
fraction of time that the CPU is occupied. A CPU can be over-used, processes might be waiting for the CPU to end up 

accessible, so you could see usage rates over 1.00. The immaculate utilization of 1.00 per CPU implies that CPU is executing 

100% of the time and no processes are waiting for that CPU to end up accessible. Obviously, a use of 1.00 per CPU would 

imply that there is no extra capacity to take an expanded load, so most administrators are stressed when they see utilization 

numbers persistently over 0.70. 

 

The load average is also assessed in this duration. Higher %idle means that the system is not compute intensive whereas high 

%user depicts a large utilization of CPU. Apart from this, load average is assessed at three durations. High load average simply 

means that the system is overloading and that there are several processes waiting for the CPU time. Low load average means that 

there is no load on the CPU and hence it is not being utilized. A load average of 1.0 depicts that the system is at its capacity and 

cannot handle more load. But a high load average means several processes are waiting for the CPU and the CPU is not able to 
perform optimally.  

 

6.2 Memory Subsystem Metrics 

The memory usage is assessed through various memory parameters which is obtained during the extraction. To depict if 

the memory usage is high or not, a relative ratio of the used and total memory is required. The various extracted metrics include 

the following fields based on which computation is done. The essential parameters are as follows: 

• Total: The total, physical memory of the system is given. This essentially indicates the size of the RAM used by the computer. 

• Used: How of the total memory is being used by any process or application is given. 

• Free: Free memory depicts the amount of memory that is completely unused. 

• Buffers: Kernel buffers are required to execute kernel level tasks, therefore, memory used by the buffer present at the kernel is 

indicated. 

• Cached: The amount of memory that is cached for fast and frequent access is presented by cached memory. This includes active 
and inactive cache memory which is extremely important in assessing the performance of cache in a system. 

 

6.3 Network Subsystem Metrics 

Building and running an IP network needs a thorough knowledge of the infrastructure as well as the efficiency of 

systems used within the network, including how each network device handles packets. Network engineers most often use the 

speed of interfaces expressed in bits per second (b/s) to refer to network device performance. While this data is helpful and 

significant, expressing performance in terms of b/s alone does not properly cover other significant performance metrics of 

network devices. Network devices obtain and forward packets using Layer 2 technologies such as Ethernet through physical 

interfaces. For these network connections, the description always involves bandwidth expressed as b/s. By performing simple 

mathematical transformations, the potential range of frames per second to be supported by the network can be determined. 

 Maximum Frame Rate (Minimum Frame Size): The maximum frame rate of Ethernet is achieved by a single transmitting 
node with no collisions when Ethernet frames are at their smallest size. 

 Maximum throughput (Maximum Frame Size): A single transmitting node achieves maximum Ethernet throughput without 

collisions when the Ethernet frames are at their maximum size. 

 Transactions per second (t/s): This refers to the number of complete actions per second of a particular type. The measurement 

of t/s relates to more than just processing a single packet or even setting up a fresh connection; it relates to completing a full 

cycle of a particular action. Some devices use this metric in networking to define the implementation of some complicated 

process to packets to include a complete conversation. 

 Received packets (rxpck/s): Total number of packets received per second. 

 Transmitted packets (txpck/s): Total number of packets transmitted per second. 

 Received (rxkB/s): Total number of kilobytes received per second. 

 Transimitted (txkB/s): Total number of kilobytes transmitted per second. 

 Received error packets (rxerr/s): Total number of bad packets received per second. 

 Received packets dropped per second (rxdrop/s): Number of received packets dropped per second because of a lack of space 

in Linux buffers. 

 Transmitted packets dropped per second (txdrop/s): Number of transmitted packets dropped per second because of a lack of 

space in Linux buffers 

 Packet Out: Shows the numbered being transmitted out of the interface of the system. 

 Packets In: Shows the number of packets being received from the interface of the system. 

 Total: Depicts the total amount of data being transmitted to and from the interface. This is given in Mebibyte (MiB). 

 Received Data (RX): Similar to packets in, it depicts the amount of data arriving into the interface in MiB. 

 Transmitted Data (TX): Similar to packets out, it depicts the amount of data being pushed away from the interface to other 
systems in MiB. 
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6.4 I/O Subsystem Metrics 

Disk utilization is analyzed based on the IOPS as well as the amount of space used by the device on the file system. A 

high percentage of disk usage of the different partitions on the device means that the system requires high storage capabilities. As 

for the IOPS, higher values indicate that the system is designed to handle more operations per second which means that the 

storage is definitely essential for the functioning of the system. Some of the parameters extracted that is assessed are as follows: 

 Transfers per second (tps): Indicate the number of transfers per second that were issued to the device. Multiple logical 

requests can be combined into a single I/O request to the device. A transfer is of indeterminate size. 

 Read Sector per second (rd_sec/s): Number of sectors read from the device. The size of a sector is 512 bytes. 

 Write Sector per second (wr_sec/s): Number of sectors written to the device. The size of a sector is 512 bytes. 

 Average request size (avgrq-sz): The average size (in sectors) of the requests that were issued to the device. 

 Average queue size (avgqu-sz): The average queue length of the requests that were issued to the device. 

 Await time: The average time (in milliseconds) for I/O requests issued to the device to be served. This includes the time spent 

by the requests in queue and the time spent servicing them. 

 Percentage utilization (%util): Percentage of CPU time during which I/O requests were issued to the device (bandwidth 
utilization for the device). Device saturation occurs when this value is close to 100%. 

 

6.5 Hardware Information 

Hardware information on the other hand gives the kind of architecture and the underlying operating system. This is very 

helpful in creating a standard platform as packages for the tools are installed based on the operating system. The hardware 

information also helps depict whether the environment is virtual or real, thereby, providing a broader aspect on how resources are 

used. The hardware information also provides the clock frequency. Higher the clock frequency, more compute intensive the 

system becomes but the problem with analyzing performance with clock speed is that performance depends on the internal 

architecture of the processor as well. Thus, comparing systems with the same clock speed but different processors becomes 
pointless. The most important parameter provided by the hardware is the number of cores. The following information is analyzed: 

 

 Clock Speed: The speed at which the processor can execute instruction sets is called clock speed. More instructions are 

executed by the processor when the clock speed is faster. The clock speed is expressed in megahertz or gigahertz. Processors 

with quicker clock speeds process information quicker than those with slower clock speeds. The clock speed is frequently 

coordinated into their model numbers. However, the efficiency of the processor's design decides how much real work a 

processor can do with the same number of clock cycles. It's one of the significant components that decides how well a CPU 

will perform in real-world circumstances. 

 Number of cores: A component of the CPU that gets instructions and performs actions or calculations, in view of those 

instructions. These instructions can permit a program or software to perform a particular function. Processors can have 

multiple cores or a single core. A processor with two cores is known as a dual core processor, four cores is quad-core, and so 
on up to eight cores. As the number of cores increase, more instruction sets can be processed simultaneously, thereby 

increasing the speed of the system. There is improvement in the performance of the system due to the introduction of 

multiple cores within the CPU. The physical CPU unit is extremely small and fits into a socket. There is only a single CPU 

socket, multiple sockets each with their own cooling, power, etc. are not required. This provides a reduced latency as the 

communication between the cores is made quicker by being on the same chip. 

 Cache memory: The purpose of a cache is to ensure this fast and smooth transition transfer of data from the hardware to the 

central processing unit. The importance of cache can be understood by analyzing the working of the entire process. The hard 

drive provides most of the information. On the request of an application, information will be fetched from the drive and 

delivered for processing to the CPU. Data transfer consumes a lot of time each time it is retrieved from the hard disk to the 

CPU. To overcome this, the RAM stores the temporary data from the hard disk. The processor now checks the RAM first for 

the information, only if it is not found in the RAM will it get the information or data from the hard drive. But with the 
increase of CPU speed, RAM could no longer keep up, thus, causing serious problems. To resolve these issues, cache was 

introduced. It is an extremely fast and small memory which is added to the processor for the storage of immediate instruction 

from the RAM. The cache can give information to the CPU without any lag as the speed of the cache matches that of the 

CPU. There are varying sizes of cache. The larger the cache size, the faster the data transfer resulting in efficient CPU 

performance. 

VII. CONCLUSION 

Due to the versatility and variety of features provided by Linux operating systems, it is adequate to utilize the Linux 

platform for studying the impacts of performance on these systems. It is found that the most crucial aspects of performance are 

related to the CPU, memory, network, disk and hardware specifications of the system. An ideal system would manage 

resources such that none of these parameters fall short on any assets and bottlenecks are avoided. In case bottlenecks arise, 

extensive analysis of the performance metrics would help mitigate the effects of such complications. 

It can be concluded that the CLI tools used for extraction of system performance metrics are easy to use and provide a vast 
amount of information. These tools drastically reduce the man power required to extract and process system information which is 

normally obtained from the kernel. Thus, usage of command line tools such as top, dstat, iostat, etc extracts the system metrics 

which can be analysed based on the values seen corresponding to each metric.  

 

There are several other tools which provide details on system performance. These tools need to be understood and compared with 

the preexisting tools so that the most accurate tool is utilized. The process of how each tool extracts the metrics also needs to be 

assessed to provide deeper understanding of the system.  
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