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Abstract: With the advent of the Internet of Things, the security of the network layer in the Internet of Things is getting more and 

more attention. Traditional intrusion detection technologies cannot be well adapted in the complex Internet environment of the 

Internet of Things. Therefore, it is extremely urgent to study the intrusion detection system corresponding to today's Internet of 

Things security. This paper presents an intrusion detection model based on improved Genetic Algorithm and Deep Trust System. 

Facing different types of attacks, through multiple iterations of the GA, the optimal number of hidden layers and number of 

neurons in each layer are generated adaptively, so that the intrusion detection model based on the DTS achieves a high detection 

rate. Finally, the NSL-KDD dataset was used to simulate and evaluate the model algorithm. Experimental results show that the 

improved intrusion detection model combined with DTS can effectively improve the recognition rate of intrusion attacks and 

reduce the complexity of the network.  
 

Index Terms – Internet of Things security; Intrusion detection; Deep Trust System; Genetic Algorithm. 
 

I. INTRODUCTION 

 
With the rapid development, Internet of Things (IoT) technology has been widely used, from traditional equipment to common 

household appliances, which has greatly improved our quality of life [1]. However, IoT systems have become an ideal target of 

cyber attackers because of its distributed nature, large number of objects and openness [2-5]. In addition, because many IoT nodes 

collect, store and process private information, they are apparent targets for malicious attackers [6]. Therefore, to maintain the 

security of the IoT system is becoming a priority of the successful deployment of IoT networks [7]. To detect intruders is one 

important step in ensuring the security of the IoT networks. Intrusion detection is one of several security mechanisms for 

managing security intrusions, which can be detected in any of four layers of IoT architecture shown in Fig. 1. The Network Layer 

not only serves as a backbone for connecting different IoT devices, but also provides opportunities for deploying network-based 

security defence mechanisms such as Network Intrusion Detection Systems (NIDS) [8]. 

 
There are many intrusion detection methods, such as methods based on statistical analysis [9], cluster analysis [10], artificial 

neural network [11] or deep learning [12]. Among these methods, intrusion detection based on deep learning performs better than 

other methods [13]. The reason is that deep learning has strong abilities, such as self-learning, self-adaptation, good 

generalization, and detection against unknown attack behavior. For the deep learning algorithm, a network structure may have 

great detection accuracy for one attack type, but it may not have a good detection effect when facing other attacks. Therefore, we 

hope to design a self-adaptive model to change the network structure for different attack types, so that our intrusion detection 

model can maintain a high detection rate continuously. 

 
In this paper, a new IoT intrusion detection model is proposed by introducing genetic algorithm into deep Trust System to 

optimize the number of hidden layers and neurons in a hidden layer. By applying the improved genetic algorithm, for different  

types of attacks, the optimal number of hidden layers and neurons in a hidden layer can be iteratively generated, and the network 

complexity can be reduced as much as possible while ensuring the detection rate. The solution of these two problems of deep 

network can make the intrusion detection system have a greater improvement in performance. Therefore, after the number of 

hidden layers and the number of neurons in each layer in DTS are determined, the DTS with the obtained most optimal network 

structure will be used for intrusion detection. 
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Fig. 1 IoT Architecture 

 

II. RELATED WORK 

 

The intrusion detection technology based on machine learning method can be divided into two major categories: intrusion 

detection based on artificial neural networks and intrusion detection based on deep learning [15].  
 

Intrusion detection based on artificial neural network is generally divided into three sub-categories of neural networks: 

supervised, unsupervised and hybrid. The main type of supervised neural networks are multilayer feed-forward (MLFF) neural 

networks. Ryan et al. [16] used MLFF neural network to detect anomaly based on user behavior. However, supervised neural 

networks depend on training of a large number of data sets. Sometimes the distribution of training data sets is not balanced, which 

makes the MLFF neural network easily reach the local minimum value, and thus the stability is low. Detection rate of low-

frequency attack is a key factor in judging the quality of the detection model. The detection accuracy of MLFF neural network is 

low for low-frequency attacks. 

 

The main advantage of the unsupervised artificial neural networks is that new data can be analyzed without tagging data in 

advance. Yu et al. [17] introduced a theoretical foundation for combining individual detectors with Bayesian classifier 

combination. This ensemble is fully unsupervised and does not require labelled training data, which in most practical situations is 

hard to obtain. 

 

The Self-Organizing Feature Map (SOM) used in [18] is an unsupervised learning method that extracts features from normal 

system activity and identifies statistical changes from normal trends. However, for low-frequency attacks, the detection accuracy 

of unsupervised neural network is also low. 

 

The third category is the hybrid neural network, e.g., FC-ANN proposed in [19] is such a model. The FC-ANN method introduces 

fuzzy clustering techniques into general artificial neural networks. Using fuzzy clustering techniques, the entire training set can be 

divided into small, low-complex subsets. Therefore, based on these subsets, the stability of the individual neural network can be 

improved and the detection accuracy can be improved as well, especially for the detection of low-frequency attacks. Ma et al. [20] 

proposed a novel approach called SCDNN, which combines spectral clustering (SC) and deep neural network (DNN) algorithms. 

It provides an effective tool of study and analysis of intrusion detection in large networks. Chiba et al. [21] proposed a 

cooperative and hybrid network intrusion detection system (CH-NIDS) to detect the attacks by sensing the network traffic. 

 

In [22], based on Back Propagation neural networks (BPNN), a discussion was made on the selection of the number of hidden 

layers. It is believed that the training set must be analyzed before the design of the neural network to correctly estimate the 

similarity between the number of neurons and the number of hidden layers. 

 

At present, there are many intrusion detection technologies based on deep learning. Yin et al. [23] proposed a deep learning 

approach for intrusion detection using recurrent neural networks (RNN-IDS) which is Suitable for high-precision classification 

model modelling. Abolhasanzadeh [24] proposed a method for detecting attacks in big data using Deep Auto-Encoder. Gao et al.  
[25] trained the deep Trust System (DTS) as a classifier to detect intrusions. Similarly, Alom et al. also utilized the capabilities of 

DTS to detect intrusions through a series of experiments. 

 

Compared with traditional neural networks, DTS has the advantages of multi-layer structure and pre-training with fine-tuning 

learning methods. These advantages enable DTS to extract the deep attributes of training set, thus the problems existing in the 

traditional neural network intrusion detection methods are solved, such as low training efficiency, easy to fall into the local 

optimum and the need of large amount of tag data 
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Genetic Algorithms is a method to search for an optimal solution by simulating natural evolution processes, but is often neglected 

when choosing the optimal network structure. In this paper, in order to solve the low detection rate and weak stability of the 

detection model caused by low-frequency attacks, we propose an intrusion detection model based on an improved Genetic 

Algorithm (GA) and Deep Trust System, for Different training types including low-frequency attacks and other types of attacks. 

The corresponding different network structures are obtained by iterative evolution through GA, thereby detection rate is improved 

 

III. RESTRICTED BOLTZMANN MACHINES  
Deep Trust System (DTS) is a kind of deep learning structure. As shown in Fig. 2, it is composed of multiple Restricted 

Boltzmann Machines (RBMs), mainly executing unsupervised learning of Pre-processed data, processing and abstracting the 

high-dimensional data. [33] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2 RBM Structure in DTS 

 

IV. GA OPTIMIZED DTS MODEL 

 

This paper presents an intrusion detection model by a combined GA and DTS. Through multiple iterations of the GA, an 

optimal network structure is produced. The network structure contains the number of hidden layers and the number of neurons in 

each layer. This structure is then applied to deep Trust System for intrusion detection. 

 

A. Improved genetic algorithm 

 

Genetic Algorithm is known to be an ideal technique for finding optimal solutions to various problems. 

 

1） Population initialization 
 
The purpose of initialization is to generate an initial population randomly for subsequent genetic manipulation. For a simple 

training set, up to three hidden layers are enough to get a good detection rate. Binary coding is the most common coding method 

in genetic algorithm, so we encode the number of nodes in the three hidden layers directly in the binary chromosome. The length 

of chromosome is 18 bits: the first 6 bits are reserved for the first hidden layer, the subsequent 7-12 bits and 13-18 bits are for the 

second and the third hidden layers respectively 

 

2） Improved selection 

 

The selection operation is to select excellent chromosomes from the current population and prepare for crossover and Mutation. 

As the fitness of candidate individuals increases, the probability of being selected increases. In general, a method of roulette 

wheel selection based on proportional fitness assignment (also known as Monte Carlo method) is used however; one drawback of 

this method is that the selection based on the generated random number that may lead to some individuals with high fitness is 

eliminated. Therefore, we made an improvement: Firstly, we will select the individuals with the greatest fitness value to ensure 

that they can enter the next stage, and then select the remaining individuals according to the method of roulette. This 

improvement ensures that the best individuals will not be eliminated 

 

3） Improved crossover 

 

Crossover using partially matched crossover (PMC), the traditional method is to exchange randomly selected segments from two 

adjacent chromosomes. However, the two adjacent chromosomes, selected by roulette, are sometimes the same, So two 

chromosomes remain unchanged after the crossover operation, and thus this crossover operation has no effect. So We take the 

interval crossover.  
4） Mutation  
The mutation operation is to change a certain bit in the chromosome. It can use the random search ability of mutation operator.  
When the operation result is close to the optimal solution neighborhood, it can quickly converge to the optimal solution. 
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V. DTS FOR INTRUSION DETECTION 

 

DTS module is mainly divided into two steps in the training phase.Each RBM is trained separately, characterized by unsupervised 

and independent; to ensure that feature information is retained as much as possible when mapping feature vectors into different 

feature spaces. 

 

Once an RBM is trained, another RBM is "stacked" atop it, taking its input from the final trained layer. The new visible layer is 

initialized to a training vector, and values for the units in the already-trained layers are assigned using the current weights and 

biases. The new RBM is then trained with the procedure above. This whole process is repeated until the desired stopping criterion 

is met [34]. Finally, this process is repeated until to the last layer. This is a Deep Learning method. The last layer of the DTS is 

the BP neural network. 

 

The feature vector of upper RBM is used as an input vector to train an entity classifier under supervision. Since the RBM of each 

layer can only ensure its own weight corresponding to the feature vector is optimal after the first step training, our ultimate goal is 

to make the overall weight corresponding to the feature vector as optimal. So according to the characteristics of the BP neural 

network, the BP neural network can propagate error information from the top layer to the bottom layer of RBM. If fine-tune the 

DTS network is finely tuned, a global optimization could be achieved. The number of hidden layers and the number of neurons in 

each layer in the deep Trust System are determined by the algorithm model we constructed earlier. 
 
 

Algorithm 

 

The algorithm flow is summarized as: 

 

Step1: Initialize the population and generate different number of hidden layers and the number of neurons in each layer randomly; 

 

Step2: Calculate the fitness value according to Equation below, chosen by the roulette method, and keep the optimal individual in 

the present; interval crossover; variation; 

 
 

 

Step3: "Elite" retains, retaining individuals with the greatest fitness value during evolution; 

 

Step4: Determine if the maximum number of iterations has been reached. If reached, the generated network structure is retained, 

otherwise iterate Step2- Step3 again; 

 

Step5: Use the optimal network structure for the deep Trust System and train the intrusion detection model. 

 

Step6: Classify the testing set by the trained DTS module, and finally match the classification result with the category information 

of the testing set to check the accuracy of the classification. 

 

VI. EXPERIMENTAL SIMULATION 

 

A. Experimental data 

 

KDDCUP99 [35] and NSL-KDD are the most commonly used datasets in the intrusion detection research. We used NSL-KDD 

intrusion dataset which is available in csv format for model validation and evaluations. The dataset composes of the attacks 

shown in Table 1, and identified as a key attack in IoT computing. Sherasiya and Upadhyay (2016) point out that IoT objects are 

also exposed to such types of attacks. Furthermore, Sherasiya and Upadhyay (2016) point out that the data that IoT objects 

exchange are of the same value and importance, or occasionally more important than a non-IoT counterpart [36]. 

 

According to the analysis of KDDCUP99 and its latter version NSL-KDD, malicious behaviors (attacks) in network-based 

intrusions can be classified into the following four main categories: 
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Table 1:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Probe: when an attacker seeks to only gain information about the target network through network and host scanning activities. 

 

DoS (Denial of Service): when an attacker interrupts legitimate users’ access to the given service or machine.  

 

U2R (User to Root): when an attacker attempts to escalate a limited user’ privilege to a super user or root access (e.g. via malware 

infection or stolen credentials). 

 

R2L (Remote to Local): when an attacker gains remote access to a victim machine imitating existing local users. 

 

In order to make the classification result more accurate and meet the standard conditions of the DTS’s input data set, the data set 

needs to be normalized. Normalization techniques are necessary for data reduction since it is quiet complex to process huge 

amount of network traffic data with all features to detect intruders in real time and to provide prevention methods. The method 

used in this paper is the Min-Max normalization method, also known as deviation standardization, which is a linear change to the 

original data, mapping the resulting value to [0, 1], the conversion function is as follows: 

 

 

where Max is the maximum value of the sample data, and Min is the minimum value of the sample data. Below is a summary of 

the metrics we adopted to evaluate the detection method: 

 
 
 
 
where, accuracy (ACC) is the percentage of true detection over total data instances; detection rate (DR) represents ratio of 

intrusion instances; false alarm rate (FAR) represents the ratio of misclassified normal instances; 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Precision represents how many of the returned attacks are correct; Recall represents how many of the attacks does the model 

return. FP: false positive, TP: true positive, TN: true negative, FN: false negative. 

 

VII. SIMULATION ENVIRONMENT 

 

The experiment was conducted using NS2 running on a personal computer (PC). GA optimized DTS model is trained with the 

training sets and then evaluated using the test set. 
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Simulation Results  
First, we need to set the number of generations of the genetic algorithm.  
 

 

Fig 3. Genetic Algorithm Iterative Results                                           Fig. 4. BP Network Training Results 

 

It can be seen from Fig. 3 that as the number of iterations increases, the fitness value increases, and when the number of iterations 

exceeds 50, the curve tends to be stable, and the fitness value no longer increases with the number of iterations. Therefore, we set 

the genetic algebra of the genetic algorithm to 50 generations. 

 

From Fig. 4, we can see that when the number of training exceed 80 times, the curve is basically stable, and with the increase 

in the number of training, the classification accuracy rate no longer increases significantly and wasted training time in vain, so 

we set the BP network training epochs to 80. 

 

Fig. 5. Generations                                                                           Fig. 6. Types of Attacks 
 
The DoS detection rate of network structure ‘A’ generated by DoS as a training set is significantly higher than that of other 

structures; the R2L detection rate of network structure ‘B’’ generated by R2L as a training set also significantly higher than that 

of other structures. The classification accuracy of Probe and U2R is relatively high under all the four network structures, so the 

comparison results are not very significant. It can be seen that the network structure adaptively generated by the genetic algorithm 

has a higher detection rate than other network structures. It can be seen from Figs 5 and 6 that the proposed GA-DBN method has 

reached a very high level for the detection of four types of attacks. The classification accuracy of DoS is higher than 99%, and the 

classification accuracy of R2L, Probe and U2R is also significantly higher than other methods. 

 

CONCLUSION 

 

Through GA, the optimal individuals can be generated. DTS can effectively process high complex and high dimensional data, and 

the classification results are very good. So in this paper, the improved genetic algorithm combined with a deep Trust Systems, GA 

performs multiple iterations to produce an optimal network structure, DTS then uses the obtained network structure as an 

intrusion detection model to classify the attacks. In this way, facing different attacks, the problem of how to select an appropriate 

network structure when using deep learning methods for intrusion detection is solved, and thus it improves the classification 

accuracy and generalization of the model, and reduces the complexity of network structure. Algorithm is also significantly higher 

than other methods. In addition, as the model complexity is reduced, the training time of DTS can be reduced without affecting 

the accuracy of model classification. 

 
In addition, the algorithm combining GA and DTS model not only can be used in intrusion detection in the IoT, also can be 
applied to other situations, such as classification and recognition. 
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For different training sets, an optimal network structure is adaptively generated for classification. Moreover, for small training 

sets, high classification accuracy can also be achieved, which helps to find low-frequency attacks in intrusion detection systems. 

In the future, we will consider to optimize the other parameters of the deep network, reduce the training time and improving the 

accuracy. 
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