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Abstract :  Location prediction is the key to many applications like traffic planning and controlling, weather forecasting, 

recommendation services according to the location like the hotel, food, homeland security, and travel recommendation.  
Previously location prediction was done with the help of history or past moving pattern of an individual but it may fail sometimes 
because exact prediction doesn't reflect only past data. It divides into two phases, first phase analyses the individual preferences 
and the next phase is to find the social group in which an individual belongs.  

 In this dissertation work, the focus is to solve the location prediction problem using a semi-supervised approach. In this 
approach, the first phase identifies the social groups of a user by using HDBSCAN clustering algorithm with a geosocial dataset 
which has latitude and longitude information of a user. Haversine distance is used for finding the distance between geosocial 
points. The next phase applies Random forest classification in identified POIs to predict the correct location of the user. It also 
identifies preferred POI and what are the services available on that POI. 

 Impact of the system is to recommend location-based services to the user. Location-based services used in many ways, it can 
help to understand user mindset, with the help of rating and preference, it recommends the services to a user which enhances the 
business of the service providers.  

It also provide ease to the user so that they can easily access their service which the user need.  
 
IndexTerms - HDBSCAN clustering, Haversine Distance, Geosocial data, Location Prediction, Recommendation of Services. 

 

I. INTRODUCTION 

Rapid growth in the acquisition of mobility data of the user. Collection of data from the online social network, mobility log, traffic 

data, wifi signal, GPS data, credit card transactions, and check-in data are possible. 

\newline Previously we use historical data for human moving patterns and forecasting future locations, but now for predicting the 

future location, we can use their preferences and social group which they belong. Geo-tags and check-in data set are used for 

prediction their preferences and external groups.  

\par The Geosocial dataset also provides latitude, longitude and time stamp information which can help for predicting the next 

location of the user. 

 

 According to existing studies, person moving patterns are highly regular and periodic. Person moving pattern is many times 

limited to several recurrent locations such as eatery places, offices, and house, but the movement of some depends upon external 

factor like the location of a taxi driver. Taxi driver location depends upon the POI where many people are going. For predicting 

correct future location human behavior is also an important factor. We can understand human behavior from two feature: a 

person's liking and his or her exterior social influences, so the location of the user depends upon the combination of internal factor 

and external factor~\cite{bm1}. 

According to behavior theory, the location of the user depends upon a combination of internal factor and external factor. A 

person's decisions are generally driven by an individual's preferences, work category, routines, social contacts, professional 

contacts and advice from friends and family. 

 

Location prediction is a combination of four steps in the first step we analysis the POI(point of interest) area by given dataset. A 

second step we analyze the user preference location by using clustering. The third step we identify the social group in which user 

interacts and its group movement or the preferred location. Fourth step we identify the combination of all three by using the 

content we identify the next location of the user. 

 Recommendation of services is the second aspect of the proposed work in which we identify preferences of a user which is going 

to a particular location. In which we will identify the services which provided at the particular location and what are the 

preferences of the user and find out the matched preferences of user and location by association rule ~\cite{bm7} and then send 

the request to the user that they can avail those services. 

This application is useful for service provider companies which can easily access their customer which prefer their services. 

There are many challenges in exact location prediction : 

 

1. Many users cannot disclose their exact location in the social network and provide general information. This problem can be 

resolved by using network-based estimation. 

2. Many user tags in multiple locations by uncleaned check-in data of social platforms, it increases the cost of data process and 

analysis. 

3.  Use of raw location data without any semantic information makes it hard to the personal purpose of daily route. 

4. For recommendation if billion of product and million of a user so time complexity of the system is increased. 

5. Some very similar items can have different names or contexts but recommendation system can not recognize it, for resolving this 

problem Collaborative Filtering (CF). 

6. New user information not available to the recommendation is not appropriate. 
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II.RELATED WORK 

Location prediction and service recommendation are done in two-phase in the first phase predict the correct location and second 

phase recommend the services. 

A. Location Prediction 

Mobility log and GPS trajectories take and find out stay point [1] and this stay point detects spatial feature. It gathers 

the Point of interest data, check-in data of user matches with a spatial feature, and fetch it a temporal and sequential feature 

which applied on decision tree modal and predict next location of a user. 

In PSI approach [2] it find POI by clustering method. According to this algorithm user moving preference depends on its social 

groups. So it finds out each moving preference and its group moving pattern and combined with prefix span pattern and detect 

next location. 

In using Ensemble method [3] use offline predict location which improving privacy and reducing power consumption through 

network usage.it breaks the user area into the region and finds the probability distribution for the likelihood of the trip. It uses the 

Markovian model for the non-region. GALLOP(global feature fused location prediction) [5] model it analyses the characteristic of 

all check-in and fetches the feature which finds the similarity by density estimation. It improves the robustness and more 

generality of the prediction method. 

Probability-based location prediction [6] using cloaking to make user anonymous. For prediction uses historical user. ST-RNN 

[7] uses Times New Romanrecurrent neural network each layer of RNN is using with time-specific transition matrices and 

distance specific for different geographical distance and find more specific prediction by linear interpolation.This work uses 

Twitter API and finds the user information count of a follower and after applying Geo-coding API [10] find the location of the 

follower and apply k-means clustering to form cluster user based preferred location. Predict location by using Clustering. 

B. Recommendation Services 

Web service recommendation aims to predict missing QoS (Quality-of-Service) values of Web services by utilizing the 

personalized influence of users [4] and services when measuring the similarity between users and between services along 

with Web service QoS factors, such as response time and throughput, usually depends on the locations of Web services 
and users. It uses a decision tree for analysis.The device has a unified rating prediction model by combine user and item 

geographical relationship, [8] user and user geographical relationship, and social interest similarity from social networks have 

location information of person using it which called as location depended on social networks. Recurrent model is personalized 

travel recommendation by analyzing social network photos and identify travel group. User profile information capture by Flickr 

and detect spatial and temporal feature and predict the interest by using probabilistic Bayesian learning framework [9].Mining 

people attribute by travel group algorithm [11] improved the user and item similarity approach by extracting the item feature and 

applying various item features weight to the item to confirm different item features. It uses collaborative filtering algorithm and 

detects the best match. It test performance with the help of Mean Absolute Error (MAE) 

 

III. PROBLEM DEFINITION 

To predict the future location of the individual with previous historical mobile datalog, and recommend the services related 

to his/her preference along with other user interest in the predictive geographical area. 

IV. SYSTEM ARCHITECTURE 

Spatial and temporal data of Foursquare is used for detecting the top POI which mostly preferred by the user. In Foursquare 

data has geographical distance.For finding distance between two points we have to find the length of the shortest curve 
between two points along the surface of the earth. Both DBSCAN and HDBSCAN algorithm is density-based spatial clustering 

method that group all point that is closely based on distance and also marks outlier which has low density and for distance measure 

using haversine distance which measures the great-circle distance between two points on a sphere given their longitudes and 

latitudes.Data is fetched from kaggle which is Foursquare data. It has temporal and geospatial features, users location 
information and time information. It fetches all feature which is used for predicting the location. 
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A. Find POI Cluster 

The POI cluster can be found by identifying the distance between geosocial points by using haversine distance and then using 

HDBSCAN clustering which is a hierarchical density- based clustering method that finds the cluster, based on the 

density. If the cluster size is larger, then we denoted the location as POI. For this system, the top 5 clusters are preferred as POI. 

B. User Preferred POI 

After fetching top POI identify each user-preferred POI, and POI which most users preferred. For a particular user, 

preference is identified by its preferred POI. 

C. Predict Location 

For finding user preference to time and location so we gather the time-series information of a user and identify its 

preferences over time using the random forest and predict its location. 

D. Recommend Services: 

To recommend the services to the user, it collects the preference of the user, category of locations where users have traveled in the 

past, and other location-based features. It applies collaborative filtering to find out the services in which the user might be 

interested in and recommends it. 

V. SYSTEM ANALYSIS 
To comprehensively study the performance of the algorithm,we conducted experiments on two real-world datasets: Portugal taxi 

GPS trajectory data and Foursquare dataset. All experiment was performed on a personal computer which has 3.5 GHz CPU and 8 

GB of RAM using pycharm platform and python with machine learning libraries like pandas, numpy, 

sklearn, pickle, bokeh, etc. 

VI. MATHMATICAL MODEL 
 

The proposed system can be shown mathematically with 
components 

S= (s,e,X,Y,FP,Ss,Sf) 

s = start state of system 

e = end state of system 

Input X= (lat, lon, ta, tl,λ) 

lat=latitudeoflocation 

lon = longitude of location 

ta = time to arrive 

tl = time to leave 

Output Y = Predicted Location 

[FP]is Random forest classification Model ForPOI, Time series Function. 

[Ss]is Success rate of system when it predict correct location and suggest correct services. 
[Sf]is Failure accrue when correct location is predict 

Objective Function 

Vμ(u,v)dudv=Y 

u = User Information. 

v = Time 

Y = Predicted Location at given time 

Dataset:The portugal taxi dataset contains the trajectories of taxis from July 2013 to June 2014 in the city of Porto, 
Portugal.Foursquare dataset includes long-term (about 10 months) check-in data in New York City and Tokyo collected from 

Foursquare from 12 April 2012 to 16 February 2013 Dataset contains 227428 check-ins in New York City and 537703 check-ins 

in Tokyo. Each file contains 8 columns, which are:User ID (anonymized), Venue ID (Foursquare), Venue category ID 

(Foursquare), Venue category, name(Foursquare),Latitude, Longitude, Timezone offset in minutes (The offset in minutes between 

when this check-in occurred and the same time in UTC), UTC time. There are many POI type find out with the help of 

categories.There are many types but in given system consider top 50 POI’s. some types of POI are: 
1)Home Location: 

Home location is store as users private location. This location may be part of many users. It can not divert the POI. It’s mainly 

used for prediction of the location not part of POI. 

2)Work Location: 

Work location is the office location of users. Work location is treated as POI but it depends on time. Work location reflects many 

users POI who work on that location and also who worked for users like- taxi driver, street food vendors, and many more. 

3)Entertainment: 

Entertainment area is like a movie theater, park, museum, and many more which is used for entertainment purpose. 

4)Institute: 

 Institute is the POI for the student, workers, and faculty and its time is also fixed. It’s used for predicting the location of student, 

faculty, and worker. 

5)Departmental Store: Departmental store is the location of grocery place. Its opening hour is fixed so we can easily predict for 
that location. 

6) 

Other: There many categories which are the not part of top 50 that are defined in other section. 

B. Methodology 

1) Pre-processing: In this pre-processing step, the location data is captured and identified more influencing features that train the 

model. In pre-processing removes all the missing values and add the types of the categories in the table. It also divides the data 

into two parts train and test set. With the train data set, the train data set is used to train the model and testdata is used to test the 

system. 

2) Clustering:The clustering method is finding the types of POI. For clustering identify the distance between two points. 
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Haversine distance is used for finding the distance between two geo-location points. HDBSCAN clustering method used 

for finding the cluster in the system. HDBSCAN has used density method which finds the cluster by the density of the 

cluster size. 

3) Random forest: Random forest classification method used to identify the location of the user. Random forest is in sklearn,sci-

kit-learn python tool kit which is applied on a data frame. Random forest gives train accuracy 89and test the 

accuracy of 50 

4) Prediction:Random forest used for predicting the next location. In this method, we create multiple trees accordingto timestamp. 

Combining all trees using the boosting method and choose the best prediction. 
5) System result evaluation: System is tested by some of the evaluation methods which are Accuracy, ROC curve, MAE, 

and R2 method. 

C. Modules 

This section describes the implementation details of modules in the system. 

1) Pre-processing: It takes the input one or more data log, performs pre-processing functions on them and stores pre-processed 

results in a temporary directory.Pre-processing functions are: -Tokenizing, null values removal or find POI, etc. 

2) Processing includes functions like feature extraction,Feature selection. In feature selection procedure is the selection of some 

subset of a learning algorithms input variables upon which it should focus attention while ignoring the rest. It is also called 

dimension reduction. It captures the relevant feature which is more influence the prediction result and discards the other features. 

3) Clustering: Form cluster from the feature vectors and type of feature used as POI. 

4) Concating: Concrete the cluster output to feature vector. 
5) Classification: Classifies the feature vector based on training. 

6) Calculate Accuracy: Accuracy calculation is done by equating the predicted label with true labels. 

D. Proposed Algorithm 

1) Load the data set Foursquare which has user basic information, latitude, longitude, and timestamp. 

2) In the first phase fetch the features which are used for illustration the user preferences in a given dataset, like timestamp,user-id, 

and geo-location which is in the form of latitude and longitude. For finding POI we find top most visited place clusters which are 

identified by using the HDBSCAN clustering algorithm and Haversine Distance. 

D. Proposed Algorithm 
1) Load the data set Foursquare which has user basic information, latitude, longitude, and timestamp. 

2) In the first phase fetch the features which are used for illustration the user preferences in a given dataset, like timestamp,user-id, 

and geo-location which is in the form of latitude and longitude. For finding POI we find top most visited place clusters which are 

identified by using the HDBSCAN clustering algorithm and Haversine Distance. 
3) In HBDSCAN collect the top 5 clusters which are known as 5 POIs of a given location which shown in figure.size of cluster 

denoted the density of users. 

4) To finding POIs forgiven data by using foursquare data set at the particular timestamp. It denoted the top-visited places of the 

given time, those are the location of the office, railway station, and airport location, etc. 

5) To find the number of users in each POI and find the most preferred POI. That POI is shown with the help of the bar chart. 

6) Find out each user’s preferred POI. It considered that individual moving preferences change dynamically. So we capture an 

individual moving pattern over time. 

7) In the next step, we identify each user moving pattern concerning time and use random forest method for identifying its next 

location prediction 

8) After predicting the particular location of a person, then we identify its preferences about services and apply collaborative 

filtering for recommending the services to the user. 

 

 

 

 

 

 

 

 

 

 

                                                                 Fig. 2. Top most visited location of Tokyo 
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In Fig.3 is the result obtain by analysing the historical data by using random forest algorithm.It find out the POI as well as type of 

POI which can provide help in recommending the services to the user. 

                                                     
                                                                              Fig. 3. Prediction Result 

 

 

In Fig.4 define exact weekly prediction of a user by analyzing the result define its POI, type of POI it is used for checking the 
previous result is correct or not. It defines a test case result. 

In the next step, we identify system accuracy by using MAE,R2,AUCandMSEmethodAfter predicting particular location of 

person,then we identify its preferences about services and apply collaborative filtering for recommending the services to the user 

 
                                                                        Fig. 4. Prediction of user’s location given wee 

 

 

 

 

 

                                                                      Fig. 5. Accuracy of location prediction system 

 

 

 

 

 
                                                                           Fig. 6. System evaluation metho 
                                                     

Table1 shows each user involvement, in particular, POI and it displays the particular user preference. So this table used for 

recommending the service to the user. 

E. Evaluation Matrices 

The accuracy score is not enough to measure the performance of overall system. Other parameters also contribute in calculation of 

evaluating the performance. There is various methods for performance evaluation one of those is classification report which 

specifies Area Under ROC Curve, Confusion Matrix, Classification Report Predicted location match with test data set and match 

it. we are calculating false positive rate because it impacts a lot while recommending wrong services to user which were not 

present service provider location. 
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VII. CONCLUSION 

The location prediction is very essential in case of recommending the service, traffic control, find the interest of consumers and 

alerting for disaster.Location prediction system uses the HDBSCAN for finding the users influential point of the area.HDBSCAN 

is a clustering algorithm which is using haversine distance for finding the distance between two points. Random forest method is 

used for finding the location POI and also the type of POI. This method recommends the services given POI by using location- 

based services. In the future system can be done to examine the incorporation of morphological features of the urban environment 

extracted from street-level imagery and its potential to enhance our understanding of places and latent structures in the urban 

fabric, as well as the corresponding interactions of people with them 
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