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Abstract:  There are different model of the data representation which include number, words, sentence, ideas or communication; the talk 

going on between two or more individual in forum or social sites, in web forum or blogs. The collection of different data set from dissimilar 
domain is collected in large quantity which is very random and doesn’t make sense for the decision making for industry or individuals, this 

data are optimized in such a way for gathering the knowledge or information which is broadly understood by sentiment analysis, data mining 

or opining mining . Sentiment analysis has increased its reputation and importance in current research by researcher. Academician and 

industrialist are using the Sentiment analysis for classification or summarization of diversifies data to produce a diminutive summary. The 

primary motivation behind the research is to provide a novel semi-supervised k-mean genetic based approach for opinion summarization; 

like people using the web forum or blogs, in question answer community. We have focus on the machine learning classification technique 

with the combination of Genetic Based methods which move towards the final summarization. 

 

Sentiment Analysis, Opinion summarization, k-mean clustering, genetic algorithm, sentiment analysis, word embedding. 

I. INTRODUCTION 

If we talk about Global usage of internet; number of people using the internet day by day, is speedily increasing from 90 to recent year. This 
increasing number attracts the researcher to find the problem and solution. Especially we talk about; the social sites, web blogs or forum like 

stack overflow, question answer community, which is the vast pool of the large bundle of unsorted text. Here researcher community is 

interested to summarize the text which gives the proper solution to the market [1].to solve the problem researcher mostly apply the text 

summarization technique like Extractive and Abstractive Text Summarization. . Actual word are observe for the Extractive text summarization 

from the real document on other hand reshape and generate the comparable expression which is absent in the original document is carried by 

Abstractive Text Summarization [2][3]. As Recent scenario in social communication on the blogs or web the main changes is to bifurcate the 

positive and negative thought of the communicator. The challenging tasks from the recent existing techniques are developed the model that 

give presentation on the unmistakable statement which is comprised of both possible negative and positive ideas.  

In this paper we have focused on the methods used by the accessible research and try to fill the gaps to solve the said problem of sentimental 

analysis. Below block diagram elaborate the concept of the text summarization methodology. The processes of opining mining is comprised of 

several steps which are visualized in the give figure.  

 

 
Figure 1: Basic terminology of summarization 

 

Step 1: fact identification from individual article. 

Step 2: Feature abstraction by pre-processing which pass to the clustering.  

Step 3: cleaning and shorting 

Step 4: pattern extraction by applying the mining technique. 

Step 5: finally, gathering the knowledge after pattern extraction. 
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II. RELATED DISCUSSION AND ANALYSIS 

 

In this paper, we focus on designing the model for the sentimental analysis for the positive native queries from the social sites communities. 

Here we have compare the related work in the domain in proposed the solution in which they are lacking by Semi-supervised k-means based 

Genetic Algorithm KGA for clustering the sentences into different class labels and a Convolution neural Network that produces the opinion 

related ranked summary of the document according to the input query extract the opinion summary from the lengthy document based on the 

question to the review sentences. We have also presented the new clustering approached for the opining mining.   
 

The complete process of our projected idea is discuss here with the figure 2.the detail steps are illustrate bellow 

Phase 1:  Apply clustering using k-mean to assemble the initial population. 

Phase 2:  Ranking will apply for getting respond related to the inputs give by individuals.  

Phase 3:  Apply the fitness function to get the best result, if yes then terminate else follow step 4 and 5 

 
Start

Generation of initial population 

based on K-mean

(Number of clusters, j)

Evaluate the fitness function 

using the Euclidean distance

Termination 

condition

Selection method 

Best solution

Crossover operationMutation

i+1

Yes

No

 
 

Figure: 2. Flowchart for K-mean GA clustering algorithm 

 

Phase 4: Apply Selection, Crossover, Mutation 

Phase 5: Finally, an opinion oriented summary is generated with different sentiment labels from the review sentences. 

 

Table 1 Pros &Cons of existing Algorithm/Models. 

 

AUTHOR TECHNIQUE PROS CONS 

Liu et al. [4]  IncreSTS algorithm It can incrementally update clustering results 
with latest incoming comments. 
It help users easily and rapidly get an overview 
understanding of a comment stream. 

It fails to target the efficiency issues  
Information overload problem  

Zhou et al. [5]  CMiner, unsupervised label propagation 
algorithm, co-ranking algorithm 

It does not require any manually labelled data. 
Low cost  

It is more challenging than microblog 
sentiment classification in review texts. 
 
The tradeoff between the benefit and the 

noise introduced by syntactic analysis is 
still difficult. 

Jha et al. [6] 
2017 

Reputation system It can be easily extended to any reviews in e-
commerce domain by using language specific 
parser and tagger. 
 
It is more accurate in ranking the sellers. 

Multi-language review mining, which 
itself is a challenging task 

Liu et al. [7]  Recurrent Neural Network Encoder–Decoder 
Probabilistic Retrieval Models 

Effective for discovering meaningful questions 
of individual reviews. 

Utilizing sequence-to-sequence learning 

Problem in information retrieval 
Human-generated questions are 

different  
AL-Sharuee 
et al. [8]  

ACAEC, K means algorithm It improve the clustering performance in term 
of accuracy, stability and generalizability. 

It has multi-class problem based on the 
sentiment strength.  

Huang et al. 
[9]  

Participant-based method with participant-
centred social event summarization 
framework 

It can capture all the important moments. 
It has a large impact in a wide range of 
applications  

Need more software development of 
applications. 

Abdi et al. 
[10]  

QMOS method  
 

It improve word coverage limit. 
It achieve better ARS value. 

It solve the problem of word mismatch  

More depth the problem of comparative 
sentences and sarcastic sentence 

handling is needed. 
 
It is not able to distinguish between an 
active sentence and passive sentence. 

Kang et al. New sentiment analysis method using It ample the availability and easy preparation It has some misclassified sentence by 
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[11]  Ensemble TextHMM of labelled text.  
It has comparative advantage over sentence 
without sentiment words 

explicit and common sentiment words.  
Improve the model by sentiment 
lexicons 

Rudra et al. 
[12]  

ILP based summarization 
framework(MEDSUM) 

Classify tweets into dissimilar sickness into 
associated group. 
 

It faces the existence, absence, or 
indecision of a medical difficulty. 
 

Zhang and 
Zhou [13]  

AQA low down time rate 
Strong pertinence of research object 
Long time span of research object 
Massive numbers of users and reviews 

It has fake reviewers 
Limited information 

 

 

III. PROPOSED METHODOLOGY FOR OPINION SUMMARIZATION 

We have suggested the following summarization methodology in figure-3 that includes the following steps which include Clustering, 

classification, and finally summarization which give us the desire results. Here different attributes are targeted for the clustering to group 

overall sentiment in the given corpus of the difference sentence followed by the ranking phase according to the input query given by the user. 

At the end summarization is performed by the knowledge to make a comprehensive overview of the information related to the sentences 

expressed in reviews. The semi-supervised learning includes both supervised and unsupervised data method typically employed in the 

classification job. This contains more unlabeled data during training that tends to enhance the accuracy of better machine learning model. Here 

we understand the detail of the proposed methodology for opinion summarization. 
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Figure  3. Proposed Model for the Opinion Summarization 

 

The above model shows the opinion summarization technique with difference phases. Here we have illustrate the semi-supervised data 

undergoes clustering, classification and summarization by means of convolutional neural network (CNN) learning method. Finally, an opinion 

oriented summary is generated with different sentiment labels from the review sentences. 

 

3.1 Semi-supervised clustering algorithm: 

For optimizing the sentence, the task of obtaining the revealing sentence with reduction of search space is done by our proposed clustering 

Genetic technique. K-means clustering technique are the widely used divider grouping technique and the Genetic technique are applied to find 

an best solution in a classification of the sentence polarity from the given data..here we have give the hybrid K-means clustering Genetic 

technique which is efficiently combined to produce better clusters by majority class vote. The main significance of the Genetic method is a) 

robust b) don’t affect by the presence of slight change. The major steps of the clustering method are a) initialization b) selection c) crossover, 

and d) mutation operation. Finally, after performing several iterations, the best match for the targeted input is clustered are grouped together. 

In the clustering algorithm approach, the best solution of accurate clustering includes the following steps: 

 Step: 1: Initialization 

Given the input sentence from blog, the aim is to produce the best solution for the corresponding unsupervised sentence (unlabeled set). For 

this, first the number of the chromosome are initialized and the number of clusters (k) are fixed(i.e. k=j).  For the initial population, the 

algorithm starts with n number of chromosomes (features). 

  Consider an example, with the input sentence “I LIKE GREEK” is labeled as a positive polarity in the supervised set. This feature 

has to be matched with the sentences in the unsupervised documentI LOVE GRACE, A LOVE GRACE, I LOVE GREEK, A LOVE GREEK, 

I GREEK LOVE, I GEEK LOVE andI LIKE GREEK and the target (clustered) has to be reached by our SkGA algorithm process.  
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Target:  I like Greek 

I L O V E G R A C E

A G R A C E L O V E

I L O V E G R E E K

C[1]

C[2]

C[3]

A L O V E G R A C E

.

.

.

.

C[n]

 
 

Figure: 4. Initialization process with chromosome representation from the document. Here C[n] = 7 as seven sentences are 

considered from the unsupervised document for clustering. 

 

Step: 2:  Evaluation 

 

Compute the objective function of each number of chromosomes in the population. The Euclidean distance measurement ( x , )z between 

two chromosomes from the supervised and unsupervised document is calculated and it is given by; 

  
 

n

i isjx
ijn zxsssf

1
21 ),....,(

       (1) 

Here, 
nsss ,..., 21 sentences collected from the document 

Step: 3: Selection 

 

The goal of the selection phase to direct GA to identify the important aspect in the search space. For this, the roulette wheel is used to select a 

new set of chromosome with new generations. Hence according to the probability function, the individual (chromosome) is selected to the next 

set of generation. The fitness value is calculated with the above Euclidean measure and is given by; 

),....,((

1

21 nsssf
F 

         (2) 

From Equation (2), the lower value of f defines the higher value of fitnessfunction hence yield a better clustering for the document and vice 
versa. The probability of each chromosome is calculated from the fitness value and is formulated by the below equation: 

 valuechrmosome Total

 chromosomeeach  of  valueFitness
 P[I] 

      (3) 

From the calculated probability output, P [I] the new set of the chromosome is selected for crossover operation for clusteringthe sentence. 

 

Step: 4: Crossover  

 

In this step, based on the parent selectiona crossover performed between two chromosomessuch that an offspring is constructed to choose the 

individual with a higher probability value. Hence a new set of the chromosome is obtained with the best set of sentences. 

 

I L O V E G R A C E

I G R A E E L O V E

I L O A E E L A C E

I G R V E G R O V E

Chromosome 1

Chromosome 2

Off spring 1

Off spring 2

 
 

Figure 5 . 2-point Crossover operation performed between two chromosomes 

From the above Fig.5, the crossover operation is performed by randomly choosing the two chromosomes and their offspring (child) are 

formed. Here the genes are exchanged and thus creating a new individual (chromosome). 

Step: 5: Mutation  

 In this, the mutation process is performed by replacing the gene at a random position from the thi  individual with the new value to 
generate new set of columns. This helps to reduce the chromosome set from the crossover operation to a new set of solution.  
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I L O A E E L A C E

I L O A v E L A C E

Before mutation

After  mutation

 
 

Figure : 6. Mutation operation performed between two chromosomes 

From the above Fig.8, a single chromosome is considered and its mutation is performed by inserting a random gene in the population thereby 

reducing the convergence problem. 

 

Step: 6:  With the existing population, the new set of solution is obtained by performing the iteration process to reach the target value with an 

accurate result. Hence, GA establishes the best set of the solution with running many generations (iterations) by repeating the steps from (2-

4). 

SampleOutput:  
 

Generation: 1:I LOAVE LANCE  

Generation .2. I LOSE ANCE 

Generation .3. A LANCE OVER 

Generation .4. I AVCR ANRE 

…… 

……. 

Generation: 35: I LIKE GREEK  

 

As from the above example, after performing 35 generation the targeted output “I LIKE GREEK” is achieved from the documents.  

 

After performing the above operations, the input set of blogs (sentences) are clustered into m clusters from the SkGA clustering technique. 

Hence the hybrid version of the clustering algorithm with k-mean and GA polarity detection method is performed to accurately locate the 

sentiment of the reviews. Fig.6 show a graph of our clustering method based on our stack overflow dataset. Here we consider Love, joy, 
surprise, anger, sad and fear as a second level emotion are grouped by our hybrid clustering method. 

Love

Joy

Anger Sadness

Surprise

Fear

c1
c2

c3
c4

c6

c5

 
Figure: 6. Illustration of genetic clustering approached approach from stack over flow dataset 

  

Finally the processed data is passes to the Convolution deep learning model for summarization in resulting into the summarizing data. 

IV. DATASET AND EXPERIMENTAL RESULT 

For the proposed methodology we are going to demonstrate with the large data set from the question answer communities. We have gather 

the dataset of Stack overflow and Amazon dataset for the further evaluation processes and compare our work with the past author 

methodology. Community QA Summarization: Yahoo! Answers. We use the Yahoo! Answers dataset from Yahoo! WebscopeTM program, 5 

which contains 3,895,407 questions [20]. We first run the opinion question classifier to identify the opinion questions. For summarization 

purpose, we require each question having at least 5 answers, with the average length of answers larger than 20 words. This results in 130,609 

questions. To make a compelling task, we reserve questions with an average length of answers larger than 50 words as our test set for both 

ranking and summarization; all the other questions are used for training. As a result, we have 92,109 questions in the training set for learning 

the statistical ranker, and 38,500 in the test set. The category distribution of training and test questions (Yahoo! Answers organizes the 

questions into predefined categories) are similar. 10,000 questions from the training set are further reserved as the development set.  

 

V. CONCLUSION 

We presented the novel semi-supervised k-mean genetic based approach for opinion summarization in question answers community (QA). 

The proposed method identifies the top rated summery for the given input. Here we have presented the k -mean GA clustering algorithm for 
summarization. We have also discuss the advantage and disadvantage of the survey paper done by us.  We have tested the GA clustering 

process with chromosome representation from the document where seven sentences are considered from the unsupervised document for 

clustering. Moreover are are going to demonstrate out proposed semi-supervised k-mean genetic based approach on the realastivc data set from 

the QA community 
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