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Abstract— In present time a number of image processing and neural network techniques are being 

utilized in the analysis of various frames of videos  that corresponding to different-different  human 

actions.  This paper performs survey on various method of classification of all human action that are 

stored in dataset. Different types of algorithms and methods are used to retrieve action video from 

large dataset. In our study, it is found that CNN (Convolution Neural Networks) famous deep learning 

models has achieved great success in action retrieval like object tracking, image segmentation, action 

recognition and so on. 

 

1.INTRODUCTION 

The coming flooded requirement  of internet,  multimedia,  storage and retrieval of Big data creates the 
challenge for efficiently retrieving the relevant content. The  advancement of the technology makes video 
processing greater attention in the field of research.  Now a days Action recognition [1], [2], [3] has 
become a challenging task in the computer vision research. It is well known that, Video is a collection of 
frames which are moved at a fast speed, so  that they appear to be actually moving and quality of video 
depends upon the color quality for each bitmap in the frame sequence. There are various famous video 
formats exits but in this paper used only AVI (audio video interleaved) format is studied. In simple words 
action is defined as the trouble in system. A physical motion and something that individual do, all are called 
action. Recognition of action means to capture the particular action in the video sequence and used widely 
in various applications such as security, education, human robot interaction, sports, video surveillance and 
so on. As   a bulge of the videos are stored by the end-user. previously the manual system was deployed to 
obtained a particular video from the large database.  But, it is most time consuming and hectic 
task..Intelligent content retrieval [4] system has been solved this issue to up to some level.As they quickly 
find the requested video from the database. This paper is targeted on the survey of  classification of action 
based videos by extracting hybrid features of videos frames and trained on support vector machine to 
recognizing the action. 

Action recognition many times creates problem in  computer vision due to visual effects [5]. Large 
variations in the action caused by the high dimensions, cluttered backgrounds, viewpoint variations, and 
low quality of video data are among the main challenges for classify the action data for recognition .In 
videos sequence, some motion of body part while interacting with environment in humans is called action 
and is normally represented using number of frames arranged sequentially, that can be easily understood by 
analyzing multiple frames in sequence. One of the common characteristics of action based video retrieval is 
focused on specific action. But this paper explains method of classification of  all human action that are 
stored in HMDB51 [6] dataset. Different types of algorithms and methods are used to retrieve action video 
from large dataset. In the recent years, CNN (Convolutional Neural Networks) [7], famous deep learning 
models has achieved great success in computer vision tasks like object tracking, image segmentation, action 
recognition and so on. There is an various types of advance algorithm and classifiers are used to achieve 
higher accuracy on different  dataset of action recognition. Convolutional neural network [8],[9] mostly 
applied for action recognition.  
 

The rest of this paper is prepared as follows. Section II discusses related work. Section III present is 
conclusion IV Future Scope, Section V includes references. 
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RELATEDWORK 

In this sectione some related works about action recognition in videos over the last two decades has 
been explore.  Normally Feature representation and classification of pattern is  used in recognition of action 
in  task. Previous algorithm of action recognition is roughly split into two parts: (1) Deep learning-based 
methods, (2) traditional methods. Handcrafted features are mostly traditional methods design to model the 
spatial-temporal structure and use the extracted features from frames to train an action classifier. For 
example, extracted features using Histogramof Optical Flow (HOF) [10] and used to train a classifier such as 
SVM [11]. Different types of   techniques are used in action recognition iDTs [12], SIFT3D [13],ESURF 
[14], andHOF [15] are used to represent motion and appearance effectively across frames in videos.Several 
other techniques were proposed to model the temporal structure inan efficient way, such as the temporal 
action decomposition [16], ranking machines [17], and dynamic poselets [18].Several, methods have been 
proposed for  action recognition and action classification in deep learning.Classification of action videos 
implemented using various methods like SVM so on. In videos sequence of frames is quite different as 
compared to static images.  By using Spatial-Temporal Convnet A. Karpathy et al. [19] discusses multiple 
strategies like late fusion, early fusion, and temporal fusion to extending the frame connectivity in temporal 
domain. Dong Li et al. [20]    enhanced the accuracy of UCF101 dataset by applying temporal attention 
probability for each  video segment in temporal sequence. 

Recently, due to the development of potent GPUs and huge action datasets, deep learning has been 
implemented broadly on the action recognition videos.Usually, in videos two types of action form realistic 
and non-realistic. Non- realistic action where an actor perform some action in a scene with simple 
background. Handcraft methods are used for non-realistic videos to extract low level features and then 
trained using decision tree, SVM and for action recognition KNN. In videos, extraction of features from 
frames is very important to recognize. Many types of filters are applied on frames to  extract low level 
features. Some methods for feature extraction from frames like Gabor, HoG, and CNN these all  extract on 
the basis of texture, shape, color [21]. With the help of CNN model achieve great success in computer vision 
. Visin et al. [22] proposed ReNet which used for  object recognition. ReNet consider four recurrent neural 
network that swept across the image horizontally and vertically directions. 

Currently, the most efficient type of machine learning and deep learning approaches are used in 
classification of action in videos. The Conv+LSTM method utilized by J. Donahue et al. showed 63.2% 
accuracy in classifying for activity recognition, video description, and image description [23]. The TDD 
method used to extract convolutional feature maps achieved 90.3% accuracy on UCF101 dataset and 63.2% 
accuracy on HMDB51 dataset [24]. The 3D ResNet 101 method used by Kensho Hara et al. for   
recognition action in videos obtained 88.9% accuracy on UCF101 dataset and 61.7% accuracy on 
HMDB51 dataset [25]. In this network they used 3D frames but in our proposed method we used 2D 
frames. The Deep networks with Temporal Pyramid Pooling (DTPP) approach used by Jiagang Zhu et al. 
for recognition of action achieved 74.8% accuracy [26].Temporal segment network (TSN) approach help in 
good practices in learning ConvNets on video data with an accuracy of 69.4% [27]. An approach to detect 
action perform in a video by ActionVLAD method was used by Rohit Girdhar et al. with an accuracy of 
66.9% on HMDB51 dataset [28]. Jue Wang et al. used Support Vector Machine pooled (SVMP) descriptor 
for action classification obtained 81.3% accuracy [29]. FC6 layer features of VGG-16 used by block- 
diagonal kernelized correlation pooling (BKCP) and ResNet-152 model achieved 71.3% accuracy [30]. 

Hangling Zhang et al. [31] classify action videos using multi stage training convolutional neural network 
and  achieved 52.0% accuracy through temporal network on HMBD51 dataset. They classify videos by 
collecting 1 to 10 frames of videos and also classify action on the basis of spatial network obtained 51.4% 
accuracy. According to literature review Convolutional neural network is more convient as compared to 
other handcrafted features method. In deep learning CNN play a potent role because CNN consists of many 
cascading layers which extract features automatically from computational .intensive image[32]. 

CONCLUSION 

Different types of algorithms and methods are used to retrieve action video from large dataset. In our 
study, it is found that CNN (Convolution Neural Networks) famous deep learning models has achieved great 
success in action retrieval like object tracking, computational intensive image segmentation, action 
recognition and so on.. Also, the small size of the model makes it convenient to be run at machines with low 
computational resources. 

 

FUTURE SCOPE 

This work can be further extended to increase the efficiency of CNN. Also, the performance of a CNN 
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depends greatly on the size of training dataset so by acquiring a larger dataset, performance and accuracy of 
the model can be enhanced. 
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