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#### Abstract

Quantum-dot cellular automata (QCA) are an attractive emerging technology suitable for the development of ultra-dense-low-power high-performance digital circuits. Efficient solutions have recently been proposed for several arithmetic circuits, such as adders, multipliers, and adders. Nevertheless, since the design of digital circuits in QCA still poses several challenges, novel implementation strategies and methodologies are highly desirable. This paper proposes a new design approach oriented to the implementation of binary adders in QCA. New formulations of basic logic equations required to perform the comparison function are proposed. The new strategy has been exploited in the design of two different adder architectures and for several operands word lengths. With respect to existing counterparts, the adders proposed here exhibit significantly higher speed and reduced overall area. The proposed scheme, we deal with 32 -bit numbers with less number of resources unlike conventional adders, which leads to the realization of low power and area efficient adder. This adder can be widely used in central processing units (CPUs) and microcontrollers. INTRODUCTION: Quantum dot Cellular Automata (QCA) technology provides a promising opportunity to overcome the approaching limits of conventional CMOS technology. For this reason, in recent years the design of logic circuits based on QCA has received a great deal of attention, and special efforts have been directed towards arithmetic circuits, such as adders, multipliers, and adders. This paper focuses on the design of efficient parallel QCA-based n-bit full adders. The main contribution of this paper is the introduction of a novel design methodology that allows low computational time and very compact layouts to be achieved. In particular, original theorems and corollaries are stated and demonstrated that directly impact on the QCA realizations of some basic Boolean functions used within the adder architectures. The novel theorems were applied to achieve innovative QCA-based structures of $n$-bit full adders that were laid out and simulated using the QCA Designer tool for n ranging between 2 and 32. As an example, one of the 32 -bit adders designed exploiting the proposed theory is implemented using less than 2800 cells within an overall area of about $2.66 \mu \mathrm{~m} 2$; moreover, it requires only 15 clock cycles to complete the operation. 2. QCA BASED ADDER: There are several QCA designs of adders in the literature. A 1 -bit binary adder receives two bits $a$ and $b$ as inputs and establishes whether they are equal, less than or greater than each other. These possible states are represented through three output signals, here named $A_{\text {eq }} B, \quad A_{\text {big }} B, B$ big $A$, that are asserted, respectively, when $a=b, a>b$, and $a<b$. Full adders are those that can separately identify all the above cases, whereas non-full adders recognize just one or two of them. As an example, the adder designed in and depicted in Fig. 5(a) can verify only whether $a=b$. Conversely, the circuits shown in Fig. 5.1(b) and (c), proposed, are full adders. The latter also exploits two 1 -bit registers $D$ to process $n$-bit operands serially from the least significant bit to the most significant one.With the main objective of reducing the number of wire crossings, which is still a big challenge of QCA designs, in the universal logic gate (ULG) $f\left(y_{1}, y_{2}, y_{3}\right)=M\left(M\left(\mathrm{y}_{1}, \mathrm{y}_{2}, 0\right), \mathrm{M}\left(\mathrm{y}_{1}, \mathrm{y}_{3}, 1\right)\right.$, was proposed and then used to implement the adder illustrated in Fig. 1(d). It is worth noting that, two $n$-bit numbers $A_{(n-1: 0)}=a_{n-1}$ $\ldots a_{0} \ldots b_{0}$ can be processed by cascading n instances of the 1 -bit adder. Each instance receives as inputs the $i$ th bits $a_{i}$ and $b_{i}$ (with $i=n-1, \ldots, 0$ ) of the operands and the signals $A_{\text {big }} B_{(i-1: 0)}$ and $B_{\text {big }} A_{(i-1: 0)}$. The former is asserted when the sub word $A_{(i-1: 0)}=a_{i-1} \ldots a_{0}$ represents a binary number greater than $B_{(i-1: 0)}=b_{i-1} \ldots b_{0}$. In a similar way, ${ }^{B}$ big ${ }^{A}(i-1: 0)$ is set to 1 when ${ }^{A}(i-1: 0)^{{ }^{<} B}(i-1: 0)$. The outputs $A_{\mathrm{big}} B_{(i: 0)}$ and $B_{\mathrm{big}} A_{(i: 0)}$ directly feed the next stage.




Fig1: QCA based adder presented in:(a),(b),(c),(d), (e),(f)

## 3. NOVEL QCA ADDERS

The first proposed adder exploits a cascade-based (CB) architecture. To explain better how the overall computation is performed.It shows a possible implementation of a 32-bit adder based on the proposed theory.As it is well known, the number of cascaded MGs within the worst computational path of a QCA design directly affects the delay achieved. In fact, each MG introduces one clock phase in the overall delay. Each instance of T4 introduces one more MG, whereas C2 is responsible for one MG and one inverter. As a consequence, the critical computational path of the novel n-bit CB full adder consists of $\mathrm{n} / 3+3 \mathrm{MGs}$ and 2 inverters.This paper allows carry to be propagated through 2 main bit positions with majority gate delay (MG). In addition, clever top-level architecture is needed for very compact layouts, thus avoiding not used clock phases due to long interconnections


Fig 2:Novel 2-bit basic module
This adder was established as an RCA mode, but showed a lower computing delay than all sophisticated and achieved the less product delay area.

## 4.PROPOSED ARCHITECTURE

The first proposed architecture presented in based on parallel approach and has two output bits ( $\mathrm{A}>B$ ), $\mathrm{S}(\mathrm{i} . \mathrm{e} . A<B$ ). The circuit for the 4-bit adder is displayed in Fig. 2 and is slightly a modified version of the traditional adder (which works on bit-weight comparison of two numbers from LSB to MSB) to understand the logic for the proposed architecture, let us consider an example for the comparison of $A=(10110) 2$ and $B=(1100) 2$. In the first stage, we identify and extract the 1 s of first number which have a 0 in the corresponding position of the second number and are allowed to remain. The basic idea behind this is that only such 1 s of a number make it greater than the other number. All other bit positions which have a 1 in the corresponding position of the other number, are made 0 . This is done for both the numbers in parallel, that is, $A$ with respect to $B$ (i.e. $A_{i} \overline{B_{i}}$ ) and $B$ with respect to A (i.e. $\mathrm{Bi}, \mathrm{Ai}^{\prime}$ ), thereby forming two numbers $A^{\prime}$ and $B^{\prime}$ as shown

$$
\begin{aligned}
& A=1011 \\
& B=1100 \\
& B=1100 \quad A=1011 \\
& B^{\prime}=0011 \\
& A^{\prime}=0100
\end{aligned}
$$

In the second stage, only the most significant 1 s of $A^{\prime}$ and $B^{\prime}$ are extracted by giving it higher priority. Other 1 s are made 0 . This stage incorporates logic similar to the priority logic of a priority encoder. This way two new numbers, $A$ '' and $B^{\prime \prime}$ are formed as shown below. Due to the priority logic incorporated, the number of 1 s in $A^{\prime \prime}$ and $B^{\prime \prime}$ is either one or zero.

In the final stage, from $A^{\prime \prime}$ and $B^{\prime \prime}$ two new signals are extracted. These are H (i.e. $A>B$ ) and S (i.e. $A<B$ ), both are of single bit, obtained by extracting the most significant bit (1) from $A^{\prime \prime}$ and $B^{\prime \prime}$. If the 1 of $A^{\prime \prime}$ is in a more significant position than that of $B^{\prime \prime}$ or if $B^{\prime \prime}$ has all 0 s but $A^{\prime \prime}$ has a 1 , then this 1 is used to form output bit H . Similarly, if the 1 of $B^{\prime \prime}$ is in a more significant position than that of $A^{\prime \prime}$ or if $A^{\prime \prime}$ has all 0 s but $B^{\prime \prime}$ has a 1 , then this 1 is used to form output bit S as follows

$$
\begin{aligned}
& A^{\prime \prime}=0010 \\
& B^{\prime \prime}=0100 \\
& B^{\prime \prime}=0100 \\
& A^{\prime \prime}=0010 \\
& \mathrm{H}=0 \\
& \mathrm{~S}=1
\end{aligned}
$$



Fig 3: Proposed Architecture.
The schematic for 32-bit level implementation of the traditional and proposed adders is shown in Figure 2.3. The blocks of the first stage compute the comparison result for every 4 bits of the input numbers. The blocks in the second stage take the result of four sets of 4-bit numbers and compute the result for the two 16-bit numbers which are obtained when the four sets of 4-bit numbers are concatenated. This logic is repeated in the third stage where the 2 -bit block takes the results of two sets of 16 -bit numbers and computes the result for the two 32 -bit numbers.


Fig 6:bit tree structure adder

In the 32-bit level implementation of both the proposed adders, a modified 2-bit adder module has been utilized. Since the numbers input to the 2 -bit adder module are the outputs of 4-bit adders, certain pairs of numbers can never be the input combinations: $(10,10),(10,11),(11,10),(11,01),(01,11),(01,01)$. This is because the $(A>B)$ and $(A<B)$ output bits of the 4 - bit adder module can never be 1 at the same time. As a result, the Boolean expression for the $(A>B)$ output of 2-bit adder module becomes:

$$
(A>B)=A_{01}+\bar{A}_{01} A_{00} \bar{B}_{01} \bar{B}_{00}
$$

## 5.Result:


(
$\underbrace{256}_{2}$
6.Comparison table:

|  | No of 4 input <br> LUT'S Used | Delay(ns) | Power(mw) |
| :--- | :---: | :--- | :--- |
| EXISTING | 61 | 16.091 ns | 0.4978 mw |
| PROPOSED | 19 | 14.419 ns | 0.1551 mw |

## 7.CONCLUSION

The technology studied in this project, QCA, reveals to be a strong competitor, along with SET, to in a near future, complement CMOS technology in digital integrated circuits. It must be remembered that analog CMOS technology will be needed, at least, to bound the real analog world to QCA quantum-dots. This QCA technology seams particularly suitable for high throughput and deeply pipelined architectures, given the inherent pipelined operation of a single QCA wire, acting as a chain of latches. Applications such as audio and video stream processing might benefit much with QCA architectures. On the other hand, heavily conditional processing would be penalized, given the high cost of a stall in an extremely deep pipeline.

Regarding the design flow of QCA circuits, from system specifications to physical fabrication, many points have to be tuned to reach a viable alternative for CMOS in the digital domain. Logic synthesis is a key operation that may drastically reduce area and delay the circuit.Once the professional tools currently available are deeply oriented to the most basic logic gates feasible in CMOS (usually NAND gates), this will be an area of great interest. The greatest challenge is, perhaps, to adapt current tools and design flows from current CMOS processes in order to accommodate the special features of QCA, such as gate level synchronization and in wire memory .There may be need to adapt many existing CMOS circuits to QCA, and this may result in the exclusive use of And, Or and Inverter gates in QCA circuits
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