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Abstract: 

Automatic segmentation of microscopy images is an important task in medical image processing and 

analysis. Tumor detection is an important task. Mask-RCNN is a recently proposed state-of-the-art algorithm for 

object detection, object localization, and object instance segmentation of MRI images. This paper explores 

segmenting brain tumor using two methods.  The first method uses a cascade of a WNet and a UNet and the 

second method uses a Mask R-CNN framework to classify tumors in the brain. In this paper we demonstrate that 

Mask-RCNN can be used to perform highly effective and efficient automatic segmentations of a wide range of 

microscopy images. 
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I. INTRODUCTION 

In the last few years, algorithms based on convolutional neural networks (CNNs) have led to dramatic 

advances in the state of the art for fundamental problems in computer vision, such as object detection, object 

localization, semantic segmentation, and object instance segmentation. [1], [2], [3], [4]. This has led to increased 

interest in the applicability of convolutional neural network-based methods for problems in medical image 

analysis. Recent work has shown promising results on tasks as diverse as automated diagnosis diabetic 

retinopathy, automatic diagnosis of melanoma, precise measurement of a patient's cardiovascular eject ion 

fraction, segmentation of liver and tumor 3D volumes, segmentation of mammogram images, and 3D knee 

cartilage segmentation. This has led to increased interest in the applicability of convolutional neural network-

based methods for problems in medical image analysis. 

 Magnetic resonance (MR) [1] image segmentation of a brain is a very important and exigent task that is 

needed for the purpose of diagnosing brain tumors and other neurological diseases. Brain tumors have different 

characteristics such as size, shape, location, and image intensities. They may deform neighboring structures and 

if there is edema with the tumor, intensity properties of the nearby region change. An automatic segmentation of 

the brain MRI image is necessary because manual segmentation requires more time and can be subjected to 

errors. A fast reliable technique is necessary to detect the brain tumor because treatment planning is the key 

method to improve the survival period of oncological patients. This paper presents a reliable detection method 

based on CNN that reduces operators and errors. The Convolutional Neural Network (CNN) is used in 

convolving a signal or an image with kernels to obtain feature maps. The image processing techniques such as 

image conversion, feature extraction and histogram equalization have been developed for extraction of the tumor 

in the MRI images of the cancer affected patients. A suitable Fuzzy Classifier is developed to recognize healthier 

tissue from cancer tissue. The whole system is divided into two phases: firstly learning/Training Phase and 

secondly Recognition/Testing Phase. The detection of tumor takes place in main three main stages: (1) pre- 

processing (2) classification by CNN and (3) post-processing. The aim of the project is to detect and extract the 

of tissue abnormalities by using the biochemical features. The specificity and the sensitivity of the method are 

evaluated and accuracy is determined. 

This paper will explore two different methods of multimodal brain tumor segmentation on the Brain 

Tumor Image Segmentation Benchmark 2018 dataset. The first method used was Mark R-CNN, an instance 

segmentation framework, which identifies object at a pixel level [4]. The input to this framework included two 
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datasets of images. One was the slices of the brain images, with segmentations of the whole tumor, tumor core, 

and the enhanced tumor core. The second was their corresponding masks identifying only the enhanced tumor 

core. The output was segmented image. 

The second method was implementing UNet in conjunction with the first network (WNet) used by the 

model created by Wang et al., 2017 [5]. The input to this model was a MRI scan of a whole brain with a tumor in 

it. We then used the WNet which outputted the bounding box of the whole tumor. The image of the whole tumor 

was then fed into a UNet to output the segmented brain tumor.    

II. RELATED WORK 

We began research by reading two sources provided by the BraTs competition: The Multimodal Brain 

Tumor Image Segmentation Benchmark (BRATS) by Menze et.al., 2014 [6] and Advancing the Cancer Genome 

Atlas gliomas MRI collections with expert segmentation labels and radiomic features by Bakas et al.,2017 [7]. 

These provide background knowledge. 

The methodology we pursed was based mainly of four papers. Two of them discuss the use of UNets for 

image segmentation: U-Net: Convolution Netwrok for Biomedical Image Segmentation by Ronneberger et. Al., 

2015 [8] and Radio frequency interface mitigation using deep convolutional neural network by Akeret et al., 

2017. [9] The former was very useful for gaining intuition about various components of the UNet architecture. 

  Automatic Brain Tumor Segmentation using Cascaded Anisotropic Convolutional Neural Network by 

Wang et al., 2017 [4] explains the CNN implementation that we cloned as a basefor our model. This paper 

included a discussion which was particularly illustrative for understanding some advantages of using a cascade of 

fully convolutional neural networks given the hierarchical nature of the tumor sub-regions that we would like to 

label for segmentation. In order to learn more about the possible advantages and disadvantages of using Mask R-

CNN for image segmentation, we consulted Mask R-CNN by He et al. 2018.  

III. METHODS 

i) Mask R-CNN 

Mask R-CNN is a leading object segmentation framework, which follow from Faster R-CNN, an object 

detection framework. In the first stage of Mask R-CNN, images are scanned and proposals, areas likely to 

contain an object, are generated. In the second stage, proposals are classified and bounding boxes and masks are 

generated. The backbone of this framework is a CNN with ResNet101, where early layers detect low level 

features and later layers detect higher level features. Mask R-CNN utilizes Feature Pyramid Network (FPN) to 

improve upon the standard feature extraction pyramid by introducing an additional pyramid which takes high 

level features and feeds them to the lower layers, allowing all levels to have access to both higher and lower level 

features.  

 
Fig1: Image Segmentation with Mask R-CNN 

Mask R-CNN accomplishes object detection using Region Proposal Network (RPN), which partitions the 

image into anchors, upon which sliding windows traverse the image and find areas containing the object of 

interest. This particular framework uses a large amount of anchors which makes training slower but more 

thorough [15]. The output from the RPN are the bounding boxes. Next, the regions of interest (ROIs) are 

classified and the bounding boxes are further defined. Finally, Mask R-CNN uses the regions from the classified 
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ROIs and generates masks for them. The masks are low resolution and are represented by floating numbers so 

then can hold more details than binary masks. 

Mask R-CNN uses a multi-task loss function given by 𝐿 =  𝐿𝑐𝑙𝑠 + 𝐿𝑏𝑜𝑥 + 𝐿𝑚𝑎𝑠𝑘   where 𝐿𝑐𝑙𝑠 and 𝐿𝑏𝑜𝑥 

are same as in Faster R-CNN and  𝐿𝑚𝑎𝑠𝑘  is given by  

 
ii) WNet and UNet 

UNet is a standard architecture for classifying to segment areas of an image by class. UNet is especially 

gaining popularity when dealing with medical images. As seen by the model below, we decided to combine the 

first network, WNet, of the model created by Wang et al., 2017 [4] and UNet for our second brain tumor 

classification method [16]. The output of the WNet was a bounding box of the tumor. This was then fed in as the 

input of the UNet. We choose to do this instead of feeding in the whole brain scan as the input as we hoped this 

would increase the accuracy of the UNet predictions. 

                
Fig2: WNet and UNet Model 

The first network of this model acts like a normal CNN, taking in the image of the whole brain and 

outputing a bounding box for the whole tumor. As seen in the figure above, this netwrok uses 10 residual blocks 

with dilated convolution, residual connections and multi scale fusion. The dilated convolutions use batch 

normalization and PReLu. This reduces the impact of the earlier layers within the network and also helps with 

regularization. The residual connections help smooth propagation. The multi-scale fusion allows us to represent 

both low and high level features. 

The second network of our model is the UNet. The whole network has 23 layers. The first half of the 

UNet is a contracting, downsampling path, meaning it acts like a regular CNN. However, the second half of the 

network is an expansive, upsampling path. Both halves use convolutions and ReLu. The first half also has max 

pooling and the second half has up-convolutions. Having a network such as this allows us to capture the context 

of the image while simultaneously allowing the localization to be more precise. 

For both of these netwroks, a softmax with a cross entropy loss was used: 

 

During training for both network, the Stochastic gradient descent optimizer was used.  

 

IV. RESULTS AND DISSCUSSION  

In order to use the 3D images given the form of .nii files for the Mask R-CNN, they had to be converted to 

.png files. To work with the framework, each image frame had to have an accomopanying binary mask 

segmenting the enhanced tumor core in a COCO-style annotation. This was done based on the ground truth 

segmentation images the dataset provides. 
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Fig3: Binary mask segmenting the enhanced tumor core 

 High Variance parameter updates for each training example cause the Loss function to fluctuate heavily 

due to which we might not get the minimum value of parameter which gives us least Loss value. 

 

Fig4: Loss value on validation data shows overall decrease in loss 

 For the UNet, 1 was passed in as the number of channels because we were using gray scale and 2 was 

used as the number of classes since we were predicting the enhanced tumor core versus no enhanced tumor core 

[18] . The learning rate used was 0.2 and the batch size was 1. For this method we did not perform any 

hyperparameter tuning because the model we built off already had tuned hyperparameters. The metric that was 

used for this model was accuracy. 

V. CONCLUSION 

In this paper we demonstrate that the Mask-RCNN model, while primarily de-signed with object detection, 

object localization, and instance segmentation of MRI images in mind, can be used to produce high quality 

results for the challenging task of segmentation. There are several similar tasks in medical image analysis for 

which it is likely that a Mask-RCNN based model could easily be adapted to improve performance without 

extensive modification or customization. Examples of this include the task of segmentation of the left ventricle of 

the brain, where accurate segmentations can be used to estimate a cardiac patient's ejection fraction and improve 

their outcomes, or liver and tumor segmentation as described in [5]. Future work will explore the efficacy and 

performance of Mask-RCNN-based models for a range of such tasks. 
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