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Abstract: - There is a fast growth of increasing online systems with these more susceptible chances of intrusions in the systems 

or the networks can occur. Intrusions are simply intruder gains, or they always in process to gain and broke the systems very well 

to steal very important and sensitive information. Likewise, replicating databases and running on the pirated software. Their needs 

to high security models which can achieve maximum accuracy as compared to the existing classifiers. In present and future 

networks our day by day requirements are basically dependent on the Intrusion detection systems. Many techniques have been 

traditionally used in Intrusion detection but they are not so providing so much greater accuracy. In recently lot of machine learning 

algorithms have been used in Intrusion detection. In this paper focus will be on Extreme learning machine it will overcome the 

issues for large amount of data and large datasets. To study and analyze the performance of existing Intrusion detection techniques 

with some feature selection techniques and also implement Feature selection with Mutual Information technique and then classify 

selected features with ELM machine learning technique. Lastly, analyze the performance of proposed MI_ELM technique with 

the existing Voting technique with respect to accuracy, precision, recall, f-measure and FP rate. 
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1. INTRODUCTION    

Intrusions are activities that in simple terms violate security polices of the networks or systems. Any 

suspicious activity has been monitored and reports were submitted to a particular system if some bad 

happens. The mediation of Intrusion detection of a task was recognised by intrusion performance on a system 

[1]. Intrusion detection have been categorised into mis use [2] and Anamoly based [3] recognition 

approaches. The network Intrusion detection have a dynamic contribution in surveillances [4]. There are two 

basic techniques that usually used in Intrusion detection are Misuse/signature based and Anamoly based. The 

first Misuse diagnosis is significant by with signatures actually intrusion. Attacks which are notorious are 

detected but unrevealed cannot be detected [5][6][7]. The second technique Anamoly can detect well known 

and unknown attacks. Anamoly detection can recognize the contemplate deviate tasks from standard 

convention of attacks [8][9][10]. Therefore, the systems can gain more and much accuracy with a misuse and 

can cooperate with latest attacks that are suspicious can be easily done by Hybrid in the misuse. Basically, 

there are several integration of detection systems through sophisticated marked to issue of Anamoly and 

Misuse [11][12][13]. There are actually much more false positive rates in anomaly detection but presently 

professional scholars have used many methods to control the drawbacks in anomaly detection. Various 

efficient standards like SVM [14], Data mining methods [15,16] and Neural networks [17]. Extreme learning 

machine is specific and latest new data driven tool and a setup of machine learning in which multiple/single 

layers apply. This is actually second name for multiple or single layer feedforward neural network [18]. 

There are particular kinds of issues have been solved through the concept of early perceptron and random 

projection. Also randomly input weights have been given and ELM contains several hidden neurons. It is 

actually a feedforward network that data goes through series of the layers. Feature selection and mutual 

information theories are based on and also with alternate two approaches which have been developed [32], 

[33]. There can be achieving maximum accuracy with intrusion detection with feature selection through 
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mutual information results and reports [34]. In addition to, two techniques for feature selection which have 

been beneficially proposed for the Intrusion detection [35], [36]. 

2. Related work:  

For creation of Intrusion detection development models by some machine learning methods GA [20], Naive 

Bayes networks [22], K-nearest neighbour [21], fuzzy logic [23] and decision tree [24]. Thaseen et al. [19] 

have been proposed better crucial features for construction of Intrusion detection and gaining much accuracy. 

On constitute different learning algorithms the computation time has been reduced very much. The final 

classifier was taken through majority voting like election protocol. Kausar et al. [25] have suggested PCA 

principal component analysis-based set up for SVM intrusion detection system. The main focus of their work 

was to have feature possible reduction smoothly with great accuracy by using SVM of the classifiers. 

Akashdeep et al. [26] have proposed the best intelligent system intrusion detection system which have 

capability to perform correlation and information gain with feature ranking. Zainal et al. [27] have proposed 

the ensemble and sorting of unique class in the model. The techniques are Random forest, LGP, ANFI and 

Adaptive neural for integrating lot of learning model for maximizing detection. Zhang et al. [28] have 

proposed that the latest compound support of Anamoly detection and misuse detection in a standard way to 

be integrated. Pietraszek et al. [29] have proposed the optimal of the two orthogonal and complementary 

avenues to reduce the several false positive intrusion detections by data mining and machine learning. 

Avadhani and Shrinivasu have developed a well intrusion detection form of a group of Neural network and 

genetic algorithm [30]. Alexandre et al. [31] have make an increasing accuracy in Intrusion detection model 

by multi classifier of a three layer. 

 

3. Research Methodology 

3.1 Dataset Collection: The KDD-CUP 99 has been used in containing 49000 relation indexes of 41 

attributes. The tanning data is only obtained 10% because data is too much. In network there is an analysis 

of traffic like anomaly (DOS)and normal of the 41 attributes. 

3.2 Data processing management association: Filter the dataset and noise should be removed. It is a data 

cleaning process with extracting and removing unrelated and unnecessary data. 

Data Transfiguration and modification (transformation): It involves the absolute value and it changes 

into the numeral value. The HTTP, FTP, Telnet etc. Also, these services are containing in the KDD-CUP 99 

and TCP as well as UDP as the protocols. 

Harmonization and stabilization (Normalization):  These are the simply accurate method in which values 

come in particular domain. The attribute escalade of the new attribute (-1,1) and the (0,1) are recline for 

connecting or the joining. 

Attribute preference (Feature): There are 41 characteristics in dataset of KDD-CUP 99 and all the 

attributes are totally unrelated with one another to create accurate and efficient model. In short, filter have 

been used for preferences to recognize related attributes. With help of mutual information 42 characterist ics 

are selected on the basis of ranking. 
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3.3 Mutual Information (MI) Feature Selection: Collaborative information is an optimal method for a 

random variable with the mutual dependence or a relation. Transmitted and transferred the quantity dealing 

in M.I. In brief, defined as transmitted and received amount of information through conditional probability. 

The Joint entropies are always related to mutual information. In this mutual information it also includes 

positive values means non negative as well as symmetric and expressed in entropies. 

3.4 Classification using ELM: It is a neural network feedforward it indicates data goes through series of 

one way of layers. The ELM is a specific kind and a neural network-based machine learning expansion in 

which both multiple and single layers apply. The single feedforward and multiple hidden neural network are 

the additional name for Extreme learning machine. There is various grouping, non-development, 

characteristic engineering limitations and the classifications can be easily solved by ELM. In the previous 

neural networks, the reconciliation of the hidden layer and the input weights are very much tedious of time 

and in processing costly and also come together with lot of rounds. 

Huang et al. have suggested the SLFN to overcome these problems of hidden layer and input weights biases 

to reduce the tanning time. In complicated data sets it has the capability to do best in very large datasets. The 

conceptual models can gain more and learn faster than other. 
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4.1 Proposed Model 

In our proposed model it is very much suitable and efficient for Intrusion detection by integrating Extreme 

learning machine. The proposed model is implemented on Integrated Intrusion Detection reviews datasets. 

The data set have network traffic normal as well as abnormal firstly, browsing the data set, Feature selection, 

Proposed Model, also study and analyse various techniques of IDS. To implement Boosting, SVM, Naïve 

Bayes and hybrid of these algorithm to detect the intrusion detection system from dataset. To evaluate the 

performance of the modified work with the existing work using parameters like FP rate, TP rate, Accuracy, 

F-measure, Recall and precision. 

Data set 
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 4.2 Experimental Result: In this KDD-CUP99 dataset for the Intrusion detection was designing. The table 

shows several classifiers of machine learning of the classification. There are different types of parameters 

have been taken as shown in below table I. 

                    

                     Table I: Detection of Intrusion results 

S.n

o 

Parameters SVM Naïve 

Bayes 

Boosting Hybrid Proposed 

MI-ELM 

1 Accuracy 78.17% 88.57% 90.71% 93.33% 95.63% 

2 Correctly classified 

instances 

985 1116 1143 1176 1205 

3 Incorrectly classified 

instances 

275 114 117 84 55 

4 Kappa statistic .5594 .77 .81 .86 .9127 

6 Precision .846 .892 .91 .937 .957 

7 Recall .782 .886 .907 .933 .956 

8 F-Measure .813 .889 .648 .938 .956 

 

The performance of the different classifiers of machine learning are compared on the basis of parameters 

through the confusion matrix. The metrics contains True positive (Tp), True negative (Tn), False positive 

(Fp) and the False negative (Fn). 

 

4.3 Description Estimation 

a) Accuracy: It is one the essential parameter of the measurement of showing presentation of training 

research study. The actual values are always accurate true or false but the predict values are predicted through 

algorithm and they vary through confusion matrix. 

 

 

                                       

 b) Precision: It is referred as the clearness as well as the exactness. This is the elementary impact of the 

interpretation on systems and in this case predict values in proportion are always positive. 

                              

A =  
Tp+Tn

𝑇𝑝+𝐹𝑝+𝑇𝑛+𝐹𝑛
 

P= 
Tp

𝑇𝑝+𝐹𝑝
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c) Recall: It is defined as recollection and the estimation of the detection. This recall is also referred as true 

positive or sensitive. 

                                 

d) F-Measure: Both Recall and Precision have the harmonic mean in FM for threshold.  

F-Measure is preferred when only one accuracy metric is desired as an evaluation criterion. 

                    

e) Detection Rate: It is calculated as calculation of the ratio with in between total number of intrusions and 

detection and also correctly classified. 

                      

f) False Positive Rate: This indicates number of incorrectly classified number of attacks.  

                        

g) Kappa statistic: It indicates the maximum accuracy that reaches to the 1. The values which near to 1 have 

higher accuracy like .9, .8 etc. 

4.4 A graphical representation of various parameters is listed below: 

(i) Accuracy:  

 

 

                                                          Fig.2  
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The graph shows a comparative study of results of various classifiers and technique with respect to the 

accuracy. 

Observation: 

It was found that the proposed technique (MI-ELM) showed the highest accuracy, 95.63% among the 

selected classifiers. 

(ii) Correctly classified instances and Incorrectly classified instances: 

 

 

                                                              (Fig.3) 

The figure shows that the both correctly classified and the Unclassified instances values are obtained through 

the sum of the diagonal elements in the confusion matrix. 

(iii) Precision, Recall and F-Measure: 

 

                                             (Fig.4) 

The parameters have taken in fig.4 Precision, Recall and the F-Measure of the classifiers of SVM, Naïve 

Bayes, boosting, Hybrid and MI-ELM. In all cases, MI-ELM shows maximum and nearly approaches to 1. 
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  (iv)Kappa Statistic: 

 

 

                                                  (Fig.5) 

In series6 the graph shown nearly reaches more in MI-ELM. The values .55, .77, .81, .86 and .91 in this .91 

among these comes near to 1. So, it means .91 has maximum accuracy. 

 

5. Conclusion 

Intrusions are attacks that enters into the systems without any kind of permissions to destroys the systems. 

Intrusion detection are used for analyzing the systems for something intruders to diagnosis and provides 

proper reports to a third party. There is a KDD data set and in this data set network traffic analysis is its 

normal traffic as well as abnormal. In this we are using Extreme Learning Machine technique with grouping 

of some classifiers. Our experimental results have shown maximising accuracy when we have made a 

comparison of existing classifiers with proposed techniques. In our research we have integrating separate 

classifiers like MNB, LP Boosting and the Support vector machine (SVM) model for Intrusion detection. 

The performance of Nsl-Kdd dataset has analyzed Intrusion dataset through DARPA benchmark. The 

proposed model has merits of showing much increased accuracy and best truism when combining with many 

of the classifiers.   
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