
© 2019 JETIR June 2019, Volume 6, Issue 6                                                             www.jetir.org (ISSN-2349-5162) 

JETIR1907F77 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 581 
 

ROAD TRAFFIC PREDICTION USING K-

MEANS CLUSTERING AND OPTIMIZED 

MULTILAYER PERCEPTRON USING 

GENETIC ALGORITHM 

 Jappreet kaur, S.k Gupta, Mohit Marwaha 
 Student, Associate Professor, Assistant Professor 

 Computer science &Engineering,  
 Beant college of engineering and technology, Gurdaspur, India. 

ABSTRACT 

With the growth of population, numbers of vehicles have also grown exponentially but the traffic 

management system has not developed at the same pace. As a result, traffic has become a major issue in 

major cities and countries of the world, traffic jams have increased leading to more accidents and pollution. 

This paper presents a novel machine learning strategy which uses K-means clustering and Multilayer Neural 

Networks for the purpose of predicting traffic in better way. Genetic Algorithm has been used to optimize 

the results of MLP. The proposed system can solve the traffic problem up to great extent without use of any 

man-power. It also highlights the better accuracy of the model than using Multilayer Neural Network or any 

of these alone and gives the future scope of our model. 
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I. INTRODUCTION 

An intelligent Transport system is needed for trouble-free traffic prediction on roads and for better 

management of traffic. Increase in number of vehicles has proven to result in more traffic leading to more 

socio-environment problems. Resources are getting wasted, lanes are getting blocked, pollution is 

increasing and most importantly our time is getting wasted. Thus, researchers have been looking into depth 

to deal with this problem. Traffic prediction at different locations varies according to the population growth, 

specific event, weather conditions, day of the week and so on. So 100% guaranteed results cannot be 

produced by model practically. However one can definitely aim for the best results. Machine Learning is 

one of the leading technologies which helps to make predictions in less time and with better results.  

This paper has been organized as follows: 

Sect. 2 presents some of the existing works; Sect. 3 presents the proposed mathematical modeling of road 

transportation system; simulation and analysis results are given in Sect. 4; and conclusions are drawn in 

Sect. 5. 
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2. LITERATURE SURVEY 

Till date, many models have been proposed and implemented for predicting and managing the road-traffic 

data. Those models can be differentiated as parametric, non-parametric and artificial intelligence models. 

Using an approach which is somewhat similar to what we have proposed in the paper, Krzysztof Halawa [1] 

used single multilayer perceptron model on major intersections of Poland, even reducing the curse of 

dimensionality but failed to gain the best results on some points. 

References [2] and [3] have used variants of ARIMA model which are SARIMA and H-ARIMA 

respectively. In [4] MA, ES and ARIMA have been integrated using NN which is again a technique for 

short term prediction of traffic. 

In [5], it has been mentioned that there is need for short term traffic prediction due to sudden change in 

traffic after short interval of time. It is based on non-parametric regression algorithm i.e. k-means algorithm. 

These proved useful for short term traffic prediction when input data is limited. Models definitely held an 

advantage over simple ARIMA model in terms of accuracy but are again limited to input small data and not 

for large datasets. 

[6] shows how traffic prediction can be improved using tweet semantics. Here tweet semantics from San 

Francisco Bay area of California have been used but again author discussed how it proved a limitation to 

heterogeneous data. 

Bei Pan [7] made an advanced approach to include the video database to solve the purpose. He included 

traffic from rush-hour too for image processing and used H-Arima+ model. Accuracy of 91% has been 

achieved by this approach but again vision of cameras during night hinders the goals for better accuracy. 

Approach adopted by Ari Wibisono[8], using FIMT-DD is also worth noticing which is a simulation on real 

world map data. 

Now we will discuss the literature presented by authors in the field of machine learning. Anuja Nagare [9] 

gave us three variants of neural network models and explained them precisely for traffic flow prediction. 

JIAN-ME1 XIAO[10] used RBF neural networks to solve the purpose along with gradient descent and 

fuzzy clustering 

Adel Abdennour[11] presented the paper using neural networks using video streams and very accurately 

showed how their model is better than the previous works conducted in similar fashion. 

Similarly, CORINNE LEDOUX [12] and Kranti Kumar[13] used neural networks for traffic flow prediction 

using neural networks. 

At last Jason Hall [14] came forth with the limitations of neural networks which encouraged us to add on 

some extra effort for the problem. 

Keeping in mind the optimization of our input parameters [15] gave in depth review of collaboration of 

Genetic Algorithm (GA) with neural networks. 
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3. PROPOSED SYSTEM 

The proposed system uses KNN approach to form clustering and then filtering is performed using layers of 

multi layer perception. Optimization is applied in the form of Genetic algorithm to optimize the number of 

nodes within the input layer along with weight. Convergence becomes better as the number of iterations 

increases. The proposed methodology first of all uses KNN to form clusters of related items from within 

traffic dataset. This is a primary step leading to formation of clusters that allows searching within a 

particular place hence saving time. 

3.1 KNN 

K nearest approach identifies the nearest neighbors from within the dataset and group them together to form 

a clusters. The dataset used contains name of the lanes, traffic count along with time interval. Grouping of 

items is performed on the basis of name of lane at distinct time interval. Complexity reduction procedure 

arranges the overall data in the form of relevant order so that clusters corresponding to desire items can be 

formed. This two phase process is critical in order to predict the recommendations. Algorithm 

corresponding to KNN is given as under 

 Input the item and categories it as (𝑥𝑖, 𝑦𝑖 ) = 𝐼𝑡𝑒𝑚𝑖  𝑅𝑒𝑐𝑖𝑒𝑣𝑒𝑑 𝑓𝑟𝑜𝑚 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑡𝑟𝑒𝑒 

 Move to the next level and obtain next item as (𝑥𝑖+1, 𝑦𝑖+1) = 𝐼𝑡𝑒𝑚𝑖+1 

 Find Euclidean distance between items. 

𝑒𝑢𝑐𝑖 = √(𝑥𝑖+1 − 𝑥𝑖)2 + (𝑦𝑖+1 − 𝑦𝑖)2   

 𝑖𝑓 𝑒𝑢𝑐𝑖 ≤ 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑖 

 𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑖 = 𝐼𝑡𝑒𝑚𝑖 

 𝑒𝑛𝑑 𝑜𝑓 𝑖𝑓 

3.2 MULTI LAYER PERCEPTRON APPROACH 

In this approach number of nodes comparable with the traffic dataset tuples is taken. These nodes construct 

a network. Number of nodes varies with the iterations of optimization approach used. The optimization 

approach collaborated with the proposed system genetic in nature. Every nodes have a weight assigned to it. 

These weights are adjusted with back propagation mechanism. The process continues until generation 

expires or prescribed tolerance is achieved. The pseudo code associated with the proposed approach is 

~\ref{mlp} 

 Input layer definition 

𝑁𝑜𝑑𝑒𝑠𝑖 = 𝐷𝑎𝑡𝑎𝑠𝑒𝑡𝑇𝑟𝑎𝑓𝑓𝑖𝑐 𝑡𝑢𝑝𝑝𝑙𝑒𝑠 𝑖
 

𝑤ℎ𝑒𝑟𝑒 𝑖 𝑑𝑒𝑓𝑖𝑛𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑢𝑝𝑙𝑒𝑠 𝑤𝑖𝑡ℎ𝑖𝑛 𝑡ℎ𝑒 𝑡𝑟𝑎𝑓𝑓𝑖𝑐 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 

 Hidden layer definition  

Processing layer contains the neurons which are defined by normalization function 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛𝑖 =
𝑇𝑜𝑡𝑎𝑙𝑁𝑜𝑑𝑒𝑠

𝐾
 

Where, K is the parameter while value vary within the range of 2 to 4. 

 Activation function definition 

Activation function indicates the activation of weight function which is gradient descent in this case. 
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𝑢𝑝𝑑𝑎𝑡𝑒𝑖 = 𝑙𝑒𝑟𝑛𝑖𝑛𝑔𝑟𝑎𝑡𝑒 ∗ 𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡_𝑜𝑓𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑠  

𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 𝑖𝑠 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛  

 Backpropagation for weight adjustment 

This is used to check prescribed tolerance. If it is not achieved then weight is adjusted by the random factor 

between [1-5]. 

If (Perscribed_tolerance) 

Then list error rate 

Else 

Adjust weights 𝑤𝑖𝑗
= 𝑊𝑖𝑗

+ 𝑟𝑎𝑛𝑑(1,5) 

This algorithm primarily used to obtain the least possible error in the prediction process. 

 

3.3 GENETIC APPROACH FOR OPTIMIZATION 

This approach is used to obtain optimized number of nodes and weights present within MLP. It takes 

number of tuples within the dataset as input and calls the MLP described in the second section. The 

iterations are repeated until optimal weights along with the number of nodes in the input layer are achieved. 

The pseudo code for the same is described in 

 Initialization 

Clusters data from the KNN is served as initial population. 

 Fitness function 

Fitness function involves minimization of errors obtained after MLP 

If (Minimum_Error) 

Convergence with prediction and error rate 

Else 

Move to the next phase 

End of if 

 Based on fitness function, selection of population 

 Performing crossover 

2 or 4 point crossover is performed and nomination is obtained 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛𝑖 =
𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛𝑖

𝐾
 

Normalization selects the parents for next phase 

 Performing mutation 

Mutation mutates the parents and new chromosomes are generated. 

The result of this methodology is optimal predictions although time consumption could be high. 
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4. PERORMANCE ANALYSIS AND RESULTS:- 

 

4.1 PERFORMANCE OF PROPOSED SYSTEM 

 As per the requirement of the system number of generations, hidden layer nodes and data size    

needed to be optimised. So these parameters were tuned and the following results  were obtained. 

 

 

4.1.1 Case 1- Number of Generations=10 

 

 In this case, hidden layer nodes can have three values i.e 1000, 900 and 800. Further, data size is also 

varied as 1000, 900 and 800 as per the need. The lowest error rate recorded in the experiments was found 

out to be when data size=800, hidden layer nodes=1000 and mutation probability=0.3. Next case will follow 

the increase in number of generations and we will observe the nature of results obtained 

 

 

 

 

 

4.1.2 4.1.1 CASE 1- Number of Generations=20 
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 In case 1, numbers of generations were increased to 20. Data size is being varied as 100,900 and 800 

respectively. Optimised value for number of hidden layer neurons again came out to be 1000, error 

decreased was minor yet significant with a difference of 0.013. Thus, it was concluded that these are the 

best results which can be obtained by our  system.Hence, this case is better than previous case and the best 

which can be obtained by our model. 

 

 

Fig 3: 4.1.2 COMPARISON OF EXISTING AND PROPOSED SYSTEM 

 

 Research is fruitful only if the result of proposed model outperforms the results of existing model. In 

the existing model, only multilayer perceptron model is used for predictions. In the Fig 3, we compared the 

best case of our proposed work with the existing model results. As observed from the graph, proposed 

model is better in every case when hidden layer node parameter varies. Hence, our model is valid and is 

better  than its existing version in every way. 

 

5. CONCLUSION AND FUTURE SCOPE 

If we look into depth the present scenario of the condition of roads, machine learning is the only solution to 

help the world solve this problem. So, the goal of this paper is to design a simple and accurate system that is 

of utmost importance these days for traffic prediction. It uses a small data size of merely 1500 values and 

predicts accurate results which can be further improved for large datasets. In this method, road lanes are 

taken into consideration and traffic is predicted for given time interval. In the future, researchers can look 

into concepts such as weather, ongoing roadwork and traffic at intersections for better and more accurate 

results. Region identification such as plazas, hospital etc. can also be looked upon while calculating the 

results and then merged along with the proposed system. 
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