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Abstract :  Earth Observation (EO) has been constantly generating large amount of Geospatial data over the last few years which is used in 

resource monitoring, environment protection, and disaster prediction. The applications like Ground surveying, remote sensing and mobile 

mapping produces geo-spatial data. The growth of EO data has great challenges in recent approaches for data management and processing. By 

applying the traditional data analysis tools many issues arises when we use these huge amount of data. Therefore the Array Database 

technologies are used in managing and processing EO Big Data’s. Array database technologies are mainly used to support multi-dimensional 

data management and analysis. The Array database technologies such as Rasdaman and Open data cube are used. It provides flexible, fast, 

scalable geo services for multi-dimensional data. The main aim of this paper is to implement the efficient way of storing, retrieving and processing 

of temporal satellite data by doing the comparative analysis of  Open data cube and Rasdaman array database. 

  

Index Terms -  Remote sensing, Earth Observation Data, Array Database, Open data cube, Rasdaman. 

I. INTRODUCTION 

        Earth Observation is done for the following activities such as gathering, managing, processing, observing and representing 

the physical, chemical and biological information pertaining to earth system by using remote sensing techniques. It has 

tremendous applications for environment monitoring [1]. Earth Observation satellite produces regular stream of multi-spectral, 

multi-resolution, multitemporal remote sensing images due to the development of sensor technologies. 

Many platforms like satellites, planes and vehicles have been used as sensor carriers to collect various data of earth and generates 

large amount of data types and formats [2]. Today’s excessive availability of Earth observation (EO) datasets gives clear  and 

improved understanding of the environment on different scales like regional, continental, and planetary. EO datasets is freely 

available by various space agencies. This includes data like MODIS and Landsat, from currently launched satellites like the 

Sentinels. Earth observation satellites generate petabytes of geospatial data. 

        Big data like geospatial big data is also used in the society for various purposes like meteorology, diagnostics, disaster 

management, logistics, and so on. In today’s world 80% of the data is geo referenced which shows the huge importance of 

handling geospatial big data [3]. The quantity and importance of big geospatial data hosted on cloud environments is continuously 

growing [4]. Remote sensing data are collected and used in different industries and research institutes due to the development of 

earth observation and GIS techonology  [5]. 

       Geospatial data is the information of an object, defined by values in a coordinate system. In general language, geospatial data 

is used to represent the shape, size and location of an object on earth which includes country, rivers and towns. 

Flat files or Database Management Systems (DBMSs) are used to store the large amount of data. For managing remote sensing 

images different data base technologies like relational database and array database are used. Currently array database technologies 

are tremendously used for managing remote sensing images [6]. The array database is created and implemented as a common 

database service as it provides flexible and efficient storage and retrieval of multidimensional array data like sensor, image, 

simulation or statistics data [7]. 

       It has gained attention of various data scientist from different industries. For storing this large amount of data Open Data cube 

and Rasdaman are used. They are some of the open source libraries and have array db implementation. They are used to store 

time series satellite data as multidimensional arrays. The Open Data Cube project (ODC) provides open-source tools for setting 

up infrastructures and provide access to satellite images as data cubes [8]. The implementation is done in Python and supports the 

method of simple image indexing .The data stored in Rasdaman, provides a flexible processing and accurate service which is 

based on Open Geospatial Consortium (OGC) standards. 

        The Australian GeoScience Data Cube (AGDC)  project  has  established  EO Big Data storage and processing framework 

by using different technologies like multidimensional array-based storage and HPC technologies [9].Most of the Geospatial data 

such as remote sensing images are usually multidimensional arrays as per the terms of data structure, so it naturally follows an 

approach  for storing and managing data in an array database. Array-oriented management solutions have been available for 

several decades for the development of Hierarchical Data Format (HDF) [10] and Net CDF [11] data formats and libraries started 

in the late 1980s.The main objective of this paper is to do the comparison of Rasdaman and Open data cube array database.. 

A. Geospatial Big Data Analysis 

        According to Morais ‘‘80% of data is geographic”, which means that the presence of Georeferenced data in the real world is 

very large in quantity [12]. These large volumes of data present the importance of handling big data techniques and tools. The 

Geospatial data has the coordinates of location that describes objects and things with respect to geographic area. Evans et al. [13], 

the geospatial data is called as “Big data” as it has the characteristics of big data. Shekhar et al. says that, spatial data is regularly 

increasing and represents the characteristics of huge size, high variety and high update rate of datasets [14]. These data needs 

appropriate efforts to understand new data processing and data management technologies as it is using the mechanisms of spatial 

computing. The big data is increasing the expectations of researchers to manage huge data in both ways of increasing speed and 

observing capacities as well [15]. 
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B. Array Database 

       For storing and operating multi-dimensional discrete data (MDD) array is designed. There are two methods to understand the 

concept of array. First is from the point of function mapping, an array A is considered as a function f (a): D → V, mapping is 

done from an index domain D to a value domain V [16]. In this regard, Array provides a convenient and efficient approach to gain 

the values from indexes. Second is the set theory approach that treats an array as a collection of same elements ordered in a 

discretized space [17]. Each element in the space is called cell and each cell contains a value. The coordinate is actually a vector 

that is used for identifying the particular position of a cell in the space. The length of coordinate is called dimension. In the real 

world, array data are usually represented as images, multimedia, simulation or statistics data appearing on Earth and space. The 

array database technologies such as Rasdaman and Open Data cube are used which provides flexibility and scalability in storing 

large amount of data. The storage process for array databases may differ, Open Data cube provide a SQL-like query language and 

Rasdaman provide a rasql query language. 

1. Rasdaman: For the applications of array data Rasdaman provides a flexible, high-   performance and scalable DBMS. It 

follows an approach of client/server architecture in which the queries queries are processed on the server side. For raster 

data storage a base RDBMS is used to support BLOB (Binary Large Object). Arrays in Rasdaman are divided into tiles 

which are the basic unit for data storage and then they are access and  stored as BLOBs in the base DBMS [18]. The 

Rasdaman server act as a middleware which is used for mapping the array semantics into the relational table semantics. 

Rasdaman provides a SQL-like language called as Rasdaman Query Language (RasQL) to change raster data. Thus 

RasQL queries are parsed and run by Rasdaman servers, which are used in retrieving data from the base RDBSM.  

Rasdaman also provides a Web application called as  petascope  [19], which implements some OGC (Open Geospatial 

Consortium) Web Service interfaces including Web Coverage Service (WCS) and Web Coverage Processing Service 

(WCPS). With the help of this application, both geospatial raster data and geoprocessing functions can be shared on the 

Internet. Rasdaman is largely used in the domain of geospatial science. 
2.   Open Data Cube: ODC  provides an on open and freely accessible exploitation tool  to enchance the impact of satellite     

data  and to help a community to develop some  applications. An implementation of the ODC is made up of three things at 

the technical level i.e data, an index and software. 

           Data is generally file based, either in local directories of GeoTIFFs or NetCDF files, but it can be anything that GDAL can 

read, including Cloud Optimized GeoTIFFs stored on AWS’ S. PostgreSQL is used as a database to store a data type, 

like Landsat 8. The index enables a user to ask for data at a time and location, without  requiring to know  where the required 

files are stored and how to access those files. The Software  of the ODC is a library of Python  that enables a user to index , 

ingest and to query data  and a wide range of other functions related to managing data 

 

II. LITERATURE SURVEY 

       The Planet Server system   is a service component of the EU-funded Earth Server project. It aimed at providing and 

observing planetary data online. Earth Server project1 has created an on demand online open access and ad hoc infrastructure 

for huge amount of Earth observation data. The WCPS is proved to be efficient   for quickly processing large amounts of data 

and delivering of finished products to the end user at a very extremely low cost by mixing a full hyper spectral unmixing chain 

as a part of the NASA Web Sensor suite of web services and by mixing standard processing and vegetation analyzing methods 

for agricultural applications [20]. For the production of valuable geo-information cloud based platforms and high performance 

computing forms the single way forward for applying image analysis task and data analytics task over the web[21],[22],[23]. 

Inorder to store big EO data, some advanced algorithms are required to retrieve, store and classify information from large 

datasets [24]. Retrieval from the dataset of satellite image has been created which is based on the method of semi-supervised 

for the annotation of images [25] and on the enrichment of metadata, of the semantic annotations, and the image content 

[26].Therefore these multidimensional data are generated which needs to be stored in database system. On the relational model, 

a relational database management system (RDBMS) , which was not appropriate for multi-dimensional data.Since RDSMSs 

have been largely used, and there are some shortcomings of storing spatial data thus researchers developed fixes for storing 

spatial data efficiently. PostGIS is an extension for PostgreSQL and it is a free spatial database. It which allow users to create 

their own backend for various purposes like mapping, raster analysis and routing applications. It also allow users to create their 

own queries in SQL format.. To store MODIS fire archive Davis has successfully implemented a use case by using PostGIS 

extension [27]. To manage large raster data MYSQL is used as a backend for WebGIS. It is an application of RDBMSs for 

Geospatial data [28]. For measuring how a database supports big data scalability is used which is considered as another 

indicator [29]. RDBMSs scaled up with costly hardware, but did not work accurately in parallel with commodity hardware 

[30].The Apache Hadoop project developed open source software to overcome this problem which allow the distributed 

processing of large datasets for working on clusters of commodity computers by using simpler programming models. Since the 

traditional RDBMSs could not efficiently handle the huge data like satellite images and weather simulation data. For big 

scientific data management Array DBMSs have become a great area of research [31].To create these logical views on EO data 

various technical solutions have rapidly gained traction over the past few years. Array database technologies are used for 

storing large amount of data. Open data cube and Rasdaman are used for storing large amount of multidimensional data. The 

first national scale EO data cube was established in Australia [32], whose technology is now the support  of Digital Earth 

Australia [33] and the Open Data Cube (ODC) [34]. ODC is free and open source technology. It stands behind other 

operational EO data cubes, such as in Switzerland [35], Colombia [36], Vietnam [37], the Africa Regional Data Cube [38] and 

some other nine national or regional initiatives are under development [39]. Rasdaman is   an array database system that has 

been used since the mid-1990s. For storing large amount of data Rasdaman is another leading technology. In order to process 

datasets of images along with grid-based database structure Pioneering Array DBMS (PICDMS) is used [40]. Another 

pioneering Array DBMS is called as Rasdaman which is also called as raster data manager. 
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III. COMPARISON OF RASDAMAN AND OPEN DATA CUBE 

        For accessing, managing, and observing large quantities of Geographic Information System (GIS) data called as Earth 

observation (EO) data open data cube is used. It represents a common analytical framework composed of a number of series of 

data structures and tools which facilitate the organization and analysis of large gridded data collections. The Open Data Cube was 

developed for analysing earth observation data and it’s very flexible thus allows other meshed data collections to be included and 

analyzed. 

      Open data cube is designed to analyzed large amount of Earth Observation Data. It provides python API for executing high 

performance queries also provides flexible data access. Open Data Cube also allows scalable continent for scaling processing of 

stored data. 

      It provides an environment of data analysis for analyzing   earth observation data from multiple satellites. Open data cube 

provides  SQL query language for supporting retrieval, manipulation and data definition. It provides Python API. 

The multi-dimensional arrays, such as sensor, image, simulation, and statistics data which appears on earth and space can be 

stored by Rasdaman. It is world’s leading array analytics engine and it is different from others because of its flexibility, 

performance, and scalability.  

     Rasdaman can process arrays present in file system directories as well as in databases. For supporting retrieval, manipulation, 

and data definition Rasdaman provides a query language called rasql. Different data loading functions based on GDAL can be 

implemented by Rasdaman for supporting different raster data formats like GeoTiff, NetCDF, and HDF. Thus there is no need of 

preprocessing the original datasets because it is automatically loaded as multi-dimensional arrays. 

      It also provides users to modify their functions by C++, Java, and Python API. But it cannot distribute the input data across 

the cluster automatically, and users have to specify which data are loaded into which node. The Configuration and set up of Open         

Data Cube is very complicated as compared to Rasdaman. Rasdaman is more flexible and cost saving than Open Data Cube. The 

processing of queries is complicated in Open Data Cube as compared to Rasdaman. Thus it is the world’s most flexible and 

scalable array engine. 

 

IV. CONCLUSION 
       This paper presents the comparison of Rasdaman and Open data cube for storing, retrieving and manipulating the satellite data. 

Earth Observation (EO) has been constantly generating large amount of Geospatial data, so for storing these huge amount of data 

Array Database Technologies are used. Array data base technologies such as Rasdaman and Open data cube proves to be efficient 

in storing large amount of Geospatial big data. Hence they allow storing and querying large amount of  multi-dimensional arrays 

like  sensor, image, simulation, and statistics data. Rasdaman proved to be the world’s most flexible and scalable Array Engine. The 

processing of queries and configuration of Rasdaman is much more easier than that of  Open data cube. 

. 
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