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Abstract :   Now a days Ensemble classification has been a frequent topic of research, especially in bioinformatics and especially 

true for DNA microarray data experiment and large levels of noise inherent in data. DNA Microarray data is a high-dimensional 

data that enables the researchers to analyze the expression of many genes in a single reaction quickly and in an efficient manner. 

Microarray’s characteristic such as small sample size, class imbalance, and data complexity causes difficulty to classify the 

diseases. The information obtained from the analysis of DNA microarray data is relevant to identify and predict illness, improve 

treatment and determine which genes are responsible to provoke a specific disease. This research aims to improve the accuracy of 

the classification algorithm by working on implementing an efficient Algorithm using Ensemble Classification for classifying the 

type of diseases using DNA microarrays data. 
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I. INTRODUCTION 

Data mining is one of the newest analytical methods that have been used to serve medical science research and has been 

shown to be a valid, sensitive, and reliable method to discover patterns and relationships. It involves the use of data analysis tools 

to discover previously unknown, valid patterns and relationships in large data sets. While data mining represents a significant 

advance in the type of analytical tools currently available, medical research studies have benefitted from its application in many 

areas of interest. [10] An important problem in deoxyribonucleic acid (DNA) microarray experiments is the classification of 

biological samples using gene expression data. To date, this problem has received the most attention in the context of cancer 

research; we thus begin this work with a review of disease classification using microarray gene expression data. A reliable and 

precise classification of disease is essential for successful diagnosis and treatment of it. Current methods for classifying human 

malignancies rely on a variety of clinical, morphological, and molecular variables. [10] 

 

II. MICROARRAY 

 

A microarray is a multiplex lab-on-a-chip. It is a 2D array on a solid substrate (usually a glass slide or silicon thin-film cell) that  

tests a large amounts of biological material using high-throughput screening multiplexed, parallel processing and detection 

methods. “Microarray” has become a general term; there are many types of microarray [12] - 

 DNA microarrays 

 Protein microarrays 

 Antibody microarray 

 Chemical compound microarray 

 

Microarray Steps- 

1. Experiment and Data Acquisition 

2. Sample preparation and labeling 

3. Hybridization 

4. Washing 

5. Image acquisition 

6. Data normalization 

7. Data analysis 

8. Biological interpretation 

 

III. DNA MICROARRAY 

 

A DNA microarray is a collection of microscopic DNA spots attached to a solid surface. DNA microarray also known as biochip 

or DNA chip. DNA microarray classification is a technique widely applied to discover valuable information about diseases. i.e. 

Cancer. It allows simultaneous measurement of the level of transcription for every gene in a genome (gene expression). Each 

DNA spot contains picomoles (10−12  𝑚𝑜𝑙𝑒𝑠) of a specific DNA sequence, known as probes. [12] 

http://www.jetir.org/
https://en.wikipedia.org/wiki/Multiplex_(assay)
https://en.wikipedia.org/wiki/Lab-on-a-chip
https://en.wikipedia.org/wiki/Substrate_(materials_science)
https://en.wikipedia.org/wiki/Glass_slide
https://en.wikipedia.org/wiki/Silicon_thin-film_cell
https://en.wikipedia.org/wiki/Biotic_material
https://en.wikipedia.org/wiki/High-throughput_screening


© 2019 JETIR June 2019, Volume 6, Issue 6                                                            www.jetir.org (ISSN-2349-5162) 

JETIR1908055 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 351 
 

 

figure 1. Biological Samples in 2D Arrays on Membrane [12] 

GREEN represents Control DNA, where either DNA or cDNA derived from normal tissue is hybridized to the target DNA. 

 RED represents Sample DNA, where either DNA or cDNA is derived from diseased tissue hybridized to the target DNA. 

YELLOW represents a combination of Control and Sample DNA, where both hybridized equally to the target DNA. 

BLACK represents areas where neither the Control nor Sample DNA hybridized to the target DNA. 

 

IV. PROPOSED SYSTEM 

A. Overview 

Our Proposed system is based on the Feature extraction and Feature selection method. It consist of mainly following 

steps such as fetching the microarray dataset, preprocessing the dataset to get the relevant data, feature extracting, feature 

selecting, classifying the data. The proposed flow diagram is shown in the figure 2. Firstly the Microarray data is load into 

the dataset. That dataset is divided into the chunks for processing the further process on them. Then the feature extraction 

method uses the SVD, eigen vector and PCA for extracting the features from the chunks. Then ABC algorithm is used for 

selecting the most relevant features and then the hybrid classification algorithm SVM with ANN using feed forwarding 

neural network is used for classifying the DNA microarray data in Leukemia diseases as AML or ALL diseases. 

 

 
 

                figure 2.  Schematic description of the proposed methodology 

 

 

 

B. Loading the microarray dataset 

 

 Leukemia dataset is taken from a collection of leukemia patient samples in the form of text file. It contains gene expressions of 

AML samples and ALL samples.The dataset consisted of 93 samples. And each sample is measured over thousand number of 
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genes. Last column reports the sample’s class label (AML or ALL). Gene expression sample is in the form of integer/ pixel 

value (Range from -32,768 to +32,767).  

 

 
      

figure 3. Dataset in text file 

 

C. Features Extracting 

 

For extracting the features from the training dataset SVD & PCA is applied. SVD is the singular value decomposition used as 

means of decomposing as a matrix into a product of 3 simpler matrices. PCA is a classical statistical method for transforming 

attributes of a dataset into a new set of uncorrelated attributes called principal components (PCs). PCA can be used to reduce the 

dimensionality of a dataset, while still retaining as much of the variability of the dataset as possible. There are many examples of 

the use of machine learning to classify high dimensional data, such as gene-expression microarray data[16].  

 

D. Feature Selecting 

 

The DNA microarray has millions of representatives genes, but the question that arises is: which of them contribute to a certain 

disease or are targets of mutations? To obtain this representative set, it is necessary to eliminate the irrelevant genes and obtain 

the set of genes whose expression level confirm a connection with a specific disease. 

The Artificial Bee Colony (ABC) algorithm is applied to find the best set of genes. The ABC algorithm is a popular optimization 

technique based on the metaphor of the bees foraging behavior [1]. The population of bees represent solutions in a search space. 

This algorithm defines three types of bees: employed, onlookers and scouts. The ABC generates a randomly distributed initial 

population of SN solutions (food sources),  

 

V. EXPERIMENTS AND RESULTS 

 

The proposed algorithm is implemented on the MATLAB (R2015a) platform, and the CPU is the machine of Intel core i5-5200U  

CPU @ 2.20GHz having the RAM configuration of 8 GB memory. The algorithm is evaluated using the publically available 

dataset. Firstly we have evaluated using the Leukemia dataset. This dataset contains the several no. of genes expressions and the 

disease name. The dataset is tested using the training dataset and the testing dataset.  

 

   
   

  Figure 4. Training dataset    figure 5.Features extracted using svd & PCA 

                     (Result after data partitioning)  
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figure 6. Validation Performance    figure 7. Error Histogram Graph  

 

     
 

  figure 8. Value Matrix      figure 9. AML & ALL count 

     

The performance of the proposed algorithm is evaluated in terms of accuracy. The proposed method and the existing methods 

namely SVM and ANN are experimented with the same data set and their performance were compared in terms of accuracy. The 

following formula is used to measure accuracy, 

Accuracy =
𝐓𝐏+𝐓𝐍

𝐓𝐏+𝐓𝐍+𝐅𝐏+𝐅𝐍
 

Where, True positive (TP) – correctly predicts the positive class  

             True negative (TN) – correctly predicts the negative class 

              False positive (FP) – incorrectly predicts the positive class 

              False negative (FN) – incorrectly predicts the negative class 

 

Table 1 Comparison with other Classification Techniques 

 

Method Accuracy (%) References 

SVM 93.10 [1] 

ANN 91.20 [1] 

Proposed Method 98.73 Proposed methodology 

 

VI. CONCLUSION 

In this paper, the described approach is for classifying DNA microarrays data based on the hybrid classification method. The 

feature selection task was carried out by means of ABC algorithm and for extracting the features SVD , eigen vector and PCA 

was applied for designing the SVM with ANN including feed forward neural network for classifying the DNA microarrays. 

As a result, the proposed methodology reached an accuracy of 98.73%.  
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