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Abstract : Grid is a distributed environment of homogeneous or heterogeneous resources. These distributed resources are
frequently used to solve the problems. To solve the problems effectively and efficiently, a good grid scheduling technique has used
by which resources are efficiently utilized to meet user demands. However on the user perspective minimization of completion is
the main challenge.
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. INTRODUCTION

In distributed environment with the improvement in communication capabilities, the distributed remote resources are now
frequently used to solve applications involving large volume of data [1], [2]. This overall system is known as grid computing. A
computational grid is a hardware and software infrastructure that provides dependable, consistent, and inexpensive access to high-
end computational capabilities. The definition adopted for grid is “A type of parallel and distributed system that enables the
sharing, selection, and aggregation of geographically distributed autonomous and heterogeneous resources dynamically at runtime
depending on their availability, capability, performance, cost, and users quality-of-service requirements” [3].

Il. SYSTEM MODEL

A grid is considered as the combination of multiple layers. In our model the whole system is composed of three layers (Figure
1). The first layer is the user application layer in which the user authentication is done and jobs are submitted to the scheduler by
the user. The second layer contains scheduler and Grid Information Services (GIS). The scheduler schedules jobs among various
resources after taking resource status information from GIS. The second layer is connected through a Virtual Private Network
(VPN) to user. VPN provides additional security and only authorized users can access services. All the resources reside in third
layer where user’s jobs are executed which are also connected through VPN.

Figure 1: Layered Architecture

I1l. LITERATURE SURVEY

Resource scheduling for jobs submitted in grid environment had been extensively studied in recent years. Most of the
researchers focus on the study of load balancing approaches [6], [7], while others focus on job scheduling in different environments
[8], [9], [10]. In job scheduling, few researchers consider independent jobs while others consider the jobs dependency. Recent
works in this area consider load balancing approach with job in-dependency and make use of genetic algorithms.

In [11], A. J. S. Santiago proposed an optimization algorithm for assigning jobs to resources and solved the Direct Acyclic
Graph (DAG) problem. For both cases CPU idle cycles were used to minimize the execution time. Genetic algorithms were used to
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solve the optimization problem. In his approach the communication between resource and scheduler considered to be constant.
According to the processing power of resources, the load was distributed. In this way the load on each resource was equally
distributed. The resources completed their load on same time.

B. Yagoubi [6] proposed a model for load balancing of tasks to improve its response time. In his model the grid was considered
to be of three levels: Intra-site, Intra-cluster, and Intra-grid. In his work he first made a load balance between Intra-site, if it fails to
balance then Intra-cluster load balancing is done. If Intra-cluster load balancing also fails then the Intra-grid load balancing strategy
was used.

One more approach is proposed by Junwei Cao [7], where intelligent agents were used to decide the work load on resources. In
his model three members were present namely, Broker, Coordinator, and Agent. He balanced the grid load at two level-one was
local grid load balancing and another for global grid load balancing. The focus of recent works are on new job scheduling strategies
which consider both the environments- homogeneous resource environment and heterogeneous resource environment.

In [8], Seung-Yeon You proposed a task scheduling algorithm for heterogeneous resource environment. In his model the tasks
are considered as DAG architecture, each level in DAG the jobs are parallel and executed simultaneously on different resources.
His algorithm chooses a resource based on its communication delay and execution time.

In [12], Jiayi Zhou proposes a scheduling model by introducing a dynamic resource broker and making use of fuzzy logic in
scheduling algorithm. With the proposed algorithm, response time is reduced and throughput is increased. In all the above
mentioned works the computing power of the resource is already known, and the nature of tasks/jobs is also known; either they
depend on each other or they are independent of each other. Researchers mainly use already known processing power of resources
to achieve their goal by performing load balancing.
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