
© 2020 JETIR February 2020, Volume 7, Issue 2                                                           www.jetir.org (ISSN-2349-5162) 

JETIR2002119 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 857 
 

"Review on study model on personality analysis 

from social media using Machine Learning 

Algorithms-KNN, SVM, NB" 
Mr. Prashant P. Ghantiwala        Dr. Mukta Agarwal 

Research Scholar                       Assistant Professor 

Sabarmati University                                                                                               Sabarmati University 

 

Abstract: 

 

Blogs and social networks have recently become a valuable resource for mining sentiments in fields as diverse 

as customer relationship management, public opinion tracking and text filtering. In fact knowledge obtained 

from social networks such as Twitter and Facebook has been shown to be extremely valuable to marketing 

research companies, public opinion organizations and other text mining entities. However, Web texts have 

been classified as noisy as they represent considerable problems both at the lexical and the syntactic levels. In 

this research we used a random sample of people of daily post and tweets on social media 
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1.  INTRODUCTION 

The current research paper covers the analysis of 

the contents on the Web covering lots of areas 

which are growing exponentially in numbers as 

well as in volumes as sites are dedicated to specific 

types of products and they specialize in collecting 

users’ reviews from various sites such as Amazon 

etc. Even Twitter is an area where the tweets 

convey opinions, but trying to obtain the overall 

understanding of these unstructured data (opinions) 

can be very time consuming. These unstructured 

data (opinions) on a particular site are seen by the 

users and thus creating an image about the products 

or services and hence finally generating a certain 

judgment. These opinions are then being 

generalized to gather feedbacks for different 

purposes to provide useful opinions where we use 

sentiment analysis. Sentiment analysis is a process 

where the dataset consists of emotions, attitudes or 

assessment which takes into account the way a 

human thinks [1]. In a sentence, trying to 

understand the positive and the negative aspect is a 

very difficult task. The features used to classify the 

sentences should have a very strong adjective in 

order to summarize the review. These contents are 

even written in different approaches which are not 

easily deduced by the users or the firms making it 

difficult to classify them. Sentiment analysis 
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influences users to classify whether the information 

about the product is satisfactory or not before they 

acquire it. Marketers and firms use this analysis to 

understand about their products or services in such 

a way that it can be offered as per the user’s needs. 

There are two types of machine learning techniques 

which are generally used for sentiment analysis, 

one is unsupervised and the other is supervised [2]. 

Unsupervised learning does not consist of a 

category and they do not provide with the correct 

targets at all and therefore conduct clustering. 

Supervised learning is based on labeled dataset and 

thus the labels are provided to the model during the 

process. These labeled dataset are trained to 

produce reasonable outputs when encountered 

during decision- making. To help us to understand 

the sentiment analysis in a better way, this research 

paper is based on the supervised machine learning. 

The rest of the paper is organized as follows. 

Second section discusses in brief about the work 

carried out for sentiment analysis in different 

domain by various researchers. Third section is 

about the approach we followed for sentiment 

analysis. Section four is about implementation 

details and results followed by conclusion and 

future work discussion in the last section.. 

 

In our approach we used the twitter dataset and 

analyzed it. This analyses labeled datasets using the 

unigram feature extraction technique. We used the 

framework where the preprocessor is applied to the 

raw sentences which make it more appropriate to 

understand. Further, the different machine learning 

techniques trains the dataset with feature vectors 

and then the semantic analysis offers a large set of 

synonyms and similarity which provides the 

polarity of the content. The complete description of 

the approach has been described in next sub 

sections and the block diagram of the same is 

graphically represented in Fig. 1 Fig.1. Diagram of 

the Approach to Problem  

A. Pre-processing of the datasets 

The tweets contain a lot of opinions about the data 

which are expressed in different ways by 

individuals .The twitters dataset used in this work is 

already labeled. Labeled dataset has a negative and 

positive polarity and thus the analysis of the data 

becomes easy. The raw data having polarity is 

highly susceptible to inconsistency and 

redundancy. The quality of the data affects the 

results and therefore in order to improve the 

quality, the raw data is pre-processed. It deals with 

the preparation that removes the repeated words 

and punctuations and improves the efficiency the 

data. For example, “that painting is Beauuuutifull 

#” after preprocessing converts to “painting 

Beautiful.” Similarly, “@Geet is Now 

Hardworking” converts to “Geet now 

hardworking”. 

B. Feature Extraction 

The improved dataset after pre- processing has a lot 

of distinctive properties. The feature extraction 

method, extracts the aspect (adjective) from the 

dataset. Later this adjective is used to show the 

http://www.jetir.org/


© 2020 JETIR February 2020, Volume 7, Issue 2                                                           www.jetir.org (ISSN-2349-5162) 

JETIR2002119 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 859 
 

positive and negative polarity in a sentence which 

is useful for determining the opinion of the 

individuals using unigram model [15]. Unigram 

model extracts the adjective and segregates it. It 

discards the preceding and successive word 

occurring with the adjective in the sentences. For 

above example, i.e. “painting Beautiful” through 

unigram model, only Beautiful is extracted from 

the sentence.  

C. Training and classification 

Supervised learning is an important technique for 

solving classification problems. In this work too, 

we applied various supervised techniques to get the 

desired result for sentiment analysis. In next few 

paragraphs we have briefly discussed about the 

three supervised techniques i.e. naïve bayes, 

maximum entropy and support vector machine 

followed by the semantic analysis which was used 

along with all three techniques to compute the 

similarity. 

• Naive Bayes 

It has been used because of its simplicity in both 

during training and classifying stage. It is a 

probabilistic classifier and can learn the pattern of 

examining a set of documents that has been 

categorized. It compare the contents with the list of 

words to classify the documents to their right 

category [16]. 

C* = argmaccPNB(c|d) 

Class c* is assigned to tweet d, where, f represents 

a feature and ni(d) represents the count of feature fi 

found in tweet. There are a total of m features. 

Parameters P(c) and P (f|c) are obtained through 

maximum likelihood estimates which are 

incremented by one for smoothing. Pre-processed 

data along with extracted feature is provided as 

input for training the classifier using naïve bayes. 

Once the training is complete, during classification 

it provides the polarity of the sentiments. For 

example for the review comment “I am happy’ it 

provide Positive polarity as result.  

• Maximum entropy 

Maximum entropy maximizes the entropy defined 

on the conditional probability distribution. It even 

handles overlap feature and is same as logistic 

regression which finds distribution over classes. It 

also follows certain feature exception constraints 

[17]. Where, c is the class, d is the tweet, and  is a 

weight vector. The weight vectors decide the 

significance of a feature in classification. It follows 

the similar processes as naïve bayes, discussed 

above and provides the polarity of the sentiments. 

• Support vector machine 

Support vector machine analyzes the data, define 

the decision boundaries and uses the kernels for 

computation which are performed in input space. 

The input data are two sets of vectors of size m 

each. Then every data represented as a vector is 

classified in a particular class. Now the task is to 

find a margin between two classes that is far from 

any document. The distance defines the margin of 

the classifier, maximizing the margin reduces 

indecisive decisions. SVM also supports 

classification and regression which are useful for 

statistical learning theory and it helps recognizing 

the factors precisely, that needs to be taken into 

account, to understand it successfully [18]. 
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• Semantic Analysis 

After the training and classification we used 

semantic analysis. Semantic analysis is derived 

from the WordNet database where each term is 

associated with each other. This database is of 

English words which are linked together. If two 

words are close to each other, they are semantically 

similar. More specifically, we are able to determine 

synonym like similarity. We map terms and 

examine their relationship in the ontology. The key 

task is to use the stored documents that contain 

terms and then check the similarity with the words 

that the user uses in their sentences. Thus it is 

helpful to show the polarity of the sentiment for the 

users. For example in the sentence”I am happy” the 

word ‘’happy’’ being an adjective gets selected and 

is compared with the stored feature vector for 

synonyms. Let us assume 2 words; ‘glad’ and 

‘satisfied’ tend to be very similar to the word 

‘happy’. Now after the semantic analysis, ‘glad’ 

replaces ‘happy’ which gives a positive polarity. 
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