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Abstract:
Cancer and Diabetes are prolonged diseases which have enormous capability to cause a worldwide health care catastrophe. Various conventional methods, based on physical and chemical tests, are available for diagnosing this disease. Machine learning is an evolving scientific field in data science dealing with the ways in which machines learn from experience. An effective way to classify data is through classification or data mining. This becomes very handy, especially in the medical field where diagnosis and analysis are done through these techniques. The various classification models such as Decision Tree, Artificial Neural Networks, Logistic Regression, Association rules and Naive Bayes are used in this system. Based on the results of performed experiments, the Random Forest algorithm shows the highest accuracy with the least error rate. The dataset used is the Pima Indians Data Set, which has the information of patients. The aim this project is to develop a system (a mobile application) which can perform early prediction of Diabetes and Cancer for a patient with a higher accuracy by combining the results of different machine learning techniques.
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Introduction:
Health-care information systems tend to capture data in databases for research and analysis in order to assist in making medical decisions. As a result, medical information systems in hospitals and medical institutions become larger and larger and the process of extracting useful information becomes more complex. Traditional manual data analysis has become inefficient and methods for efficient computer based analysis are needed. To achieve this aim, many approaches to computerized data analysis have been well thought-out and examined. Cancer and diabetes are two critical diseases in our society. Every year numerous people die out of cancer. Data mining represents a significant advancement in the type of analytical tools. It has been proven that the benefits of introducing data mining into medical analysis are to increase diagnostic accuracy, to reduce costs and to save human life.

In proposed system, four popular classifiers for disease risk prediction are studied. These algorithms consists Decision Tree, Artificial Neural Network, Logistic Regression and Naive Bayes.

Objectives

The following are some important Objectives:

1. The main objective of the research is to predict Cancer and diabetes. For cancer it will predict the stage as “Malignant” or “Benign” and for diabetes it will predict as “YES” or “NO”. The prediction is based on some of the state of the art machine learning algorithms.
2. The project has another objective as to optimize the performances of these well-established machine learning algorithms.
3. Test the results of existing algorithms like Decision Tree, KNN, Random Forest, perceptron and Native Bayes Theorem.

4. Compare results with Extreme Learning Machine ELM.

5. Extract knowledge from information stored in database and generate clear and understandable description of patterns.

6. Access performance of models by calculating classification accuracy in terms of
   a. Accuracy
   b. Weighted average precision
   c. Weighted average Recall
   d. Weighted average F-measure

Achievements

This project is to develop a system which can perform early and accurate prediction of cancer and diabetes for a patient with a higher accuracy by combining the results of different machine learning techniques. To design an algorithm for classifiers Decision tree, Artificial Neural Network, Naive Bayes and Association Rule for prediction of diabetes using available Dataset collected from PIMA Indian UCI library. To produce the results from weka tool using same dataset and compare accuracy of both results. The proposed system presents four stages of the process of conceptual framework in the study.

Conceptual Models

The proposed system presents four stages of the process of conceptual framework in the study. The process starts with data manipulation. Next, four models will be investigated for finding a prediction model.

Architecture diagram

The process starts with data manipulation. Next, four models will be investigated for finding a prediction model. Then, accuracy of each model will be calculated and compared for seeking the best model. Detecting diseases like cancer and diabetes might be helpful for the patients as well as the doctors. From the doctors’ perspective, they can help the patients to identify their next step by identifying the vulnerability of cancer or prevalence of diabetes in a patient. The study ends up with creating a web application.

Experimental Setup

The Proposed System for the diagnosis of diabetes disease is divided into two stages as shown in System Architecture. In the first Stage the Feature selection on the disease dataset is done to reduce the feature space dimension and at this stage different sets of features are obtained. In the second stage, ELM classifier is used to classify these feature subsets.
and the classification accuracy is evaluated. The fittest set of feature subsets with the best classifier parameters are chosen to get an optimal system. The range of neurons is fixed from 1 to 200. The Process is carried out as below:

Step 1. Different feature subsets are obtained by Feature selection using Genetic Algorithm.

Step 2. Pima Indian Dataset is randomly divided into 10 fold of equal size using k fold cross validation methodology. This is done to maintain the class distribution in each and every fold in the same dataset.

Step 3. First feature subset is fed into ELM to get its Fitness value

Step 4. ELM parameters are initialized within the selected range.

Step 5. Classification is performed by using 10-fold cross validation.

Step 6. Classification accuracy in each fold are calculated and the overall accuracy is obtained.

Step 7: Repeat Steps 3 to 6 for all feature subsets.

Step 8: The feature subset with the highest overall classification Accuracy is chosen as the best discriminating subset.

Step 9: Initial the server after execution of training mode.

Step 10: Initialize the User Interface module for testing purpose.

Step 11: Enter the value and predict the result in the form of Yes or No.

Conclusion:

In this project, some classification algorithms are experimented. Some optimization attempts are made to improve the algorithms performances. Detecting diseases like cancer and diabetes might be helpful for the patients as well as the doctors. From the doctors perspective, they can help the patients to identify their next step by identifying the vulnerability of cancer or prevalence of diabetes in a patient. That is how the doctors may find a way to determine the patients’ condition and also if someone is at a high risk of cancer the doctors can decide on the medication and a lifestyle to help them live a better life.
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