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Abstract- Hand gesture recognition system has developed excessively in the recent years, reason 
being its ability to cooperate with machine successfully. Gestures are considered as the most natural 
way for communication among human and PCs in virtual framework. We often use hand gestures to 
convey something as it is non-verbal communication which is free of expression. In our system, we 
used background subtraction to extract hand region. In this application, our PC's camera records a 
live video, from which a preview is taken with the assistance of its functionalities or activities. 
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1. INTRODUCTION  

Gesture recognition is a computing process that attempts to recognize and interpret human 
gestures through the use of mathematical algorithms. Gesture recognition is not limited to just 
human hand gestures, but rather can be used to recognize everything from head nods to different 
walking gaits. 

Gesture recognition is a growing field of computer science, with an international conference 
devoted to gesture and facial recognition. As the field continues to grow, so will the ways that it can 
be utilized. Gesture recognition computer processes are designed to enhance human-computer 
interaction, and can occur in multiple ways, such as through the use of touch screens, a camera, or 
peripheral devices. 

Touch screen gesture recognition has become second nature to many people today. While some 
computers and operating systems allow for customized gesture recognition, most people today 
know that they can pinch-to-zoom on a touch screen when they want to get a closer look at 
something. This specific gesture transcends nearly all user interfaces, from smart phones to 
personal computers. Touchscreens allow for relatively easy interaction between humans and 
computers. 

Gesture recognition technology that is vision based uses a camera and motion sensor to track user 
movements and translate them in real time. Newer cameras and programs allow for tracking of 
depth data as well, which can help improve gesture tracking. Through the use of real-time image 
processing, users can interact with the program immediately to achieve the desired results.  
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For example, the Xbox Kinect relied on a camera to translate players movements as part of different 
games. There have also been experiments performed around using a camera to track an individual’s 
gait and then utilizing deep learning algorithms in order to assess their chance of falling, and to 
make recommendations on how to lower those chances. There have been devices created, such as 
those by Leap Motion, that use specialized cameras and programs specifically around hand tracking 
in order to optimize the motion- tracking results. By focusing only on hand gesture recognition, such 
programs can get increased accuracy, allowing users to interact with their systems easily and 
completely hands-off. Through integrating such technology into existing touch screen devices and 
kiosks, such gesture-based technology can allow multiple users to interact with the same device 
without the fear of spreading germs. 

There are multiple different peripheral devices that allow for different gesture interfaces. For 
example, most virtual reality or augmented reality systems have some kind of glove or controller 
that users must utilize to detect hand gestures and translate their movements into the movements 
of the character in the game. Gesture recognition can be used to improve a variety of fields, such as  

Public health: By removing the need for touchscreens on self-service kiosks, business and 
organizations could help reduce the number of germs being spread. This is especially helpful for 
mitigating the spread of infectious diseases such a Covid-19 or influenza. 

Health diagnostics: Through analysis of movements, doctors can help diagnose patients with 
diseases or fall risks in order to improve their overall outlook. On top of analysing gaits, gesture 
analysis and machine learning can be used to identify small movements such as tics and spasms to 
help-recognize-potential-diagnoses. 
 
Security: Programs can be set up to recognize hand gestures and to send alerts in response. For 
example, home security systems can be set up to recognize what hands look like when they are 
holding guns and then send an alert in response. Or an organization can set up and train employees 
around a specific hand gesture, so that when cameras pick up the gesture, they can silently alert 
law enforcement, such as in the event of a robbery. Hand gesture frame acquisition is to capture the 
human hand gesture by the computer.  

Whereas hand tracking is the ability of the computer to trace the hand and separate it from the 
background and from the surrounding objects. The features needed to be extracted changes from one 
application to another, some of the features that could be taken into consideration are: fingers status, 
thumb status, skin color, alignments of fingers, and the palm position. In artificial intelligence, machine 
learning enables the computers to learn without being explicitly programmed. There are two types of 
learning; the process when algorithms reflect the gestures that has been learned in the past in training 
to new gestures is called supervised machine learning, and the process when algorithms draw 
inferences from the gestures is called unsupervised machine learning. Classification aims of building a 
model to classify new hand gestures based on previous training gestures. The research work in hand 
gesture recognition has been developing for more than 38 years. In 1977, a system that detects the 
number of fingers bending using a hand glove was proposed by Zimmerman. Furthermore, Gary 
Grimes in 1983 developed a system for determining whether the thumb is touching another part of 
the hand or fingers. In 1990, despite the limited computer processing powers, the systems developed 
then gave promising results. The field of hand gesture recognition is very wide, and a big amount of 
work was conducted in the last 2 to 3 years. The features extracted are then sent to training and 
testing the classification algorithm (such as Artificial Neural Networks (ANN), K-nearest neighbour 
(KNN), Naive Bayes (NB), Support Vector Machine (SVM), etc.) to reach the output gesture. 
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       2.TIMELINE OF VARIOUS TECHNOLOGIES 

Fig. Timeline evolution of gesture recognition  

3.LITERATURE SURVEY 

Literature Survey on Glove Based Approach                                                                                                   

 In this approach we attach sensor to mechanical or optical gloves that convert inflection of fingers 
into electrical signals for hand posture determination and additional sensor for position of the hand. 
This approach is in utilization for hand gesture recognition method using magnetic field which is 
attached to the glove. The use of gestures among humans, both in the form of pantomime (ridiculous 
situation) or by using sign language, is closely linked to speech and represents an effective way of 
communication, used even prior to talking. The formality of the set of rules chosen in each case is 
related to the validity of the performed gestures, which means that a ridiculous  situation gesture 
could be commending speech in an unplanned manner.  

  

Literature Survey on Vision Based Approach  

Vision based approach has the prospective to come up with natural and non-contact solutions and is 
built on the way humans explicate and interpret information about their surroundings. It is in all 
probability the most tough approach to execute (H. Hasan & Abdul-Kareem, 2014). A bare hand is 
used to extract data needed for recognition, and there is direct interaction between the user and with 
the system. For acquiring data needed for gesture analysis it uses some image characteristics like color 
and texture. 
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Literature Survey on Colored Marker approach  

This approach uses marked gloves wore in the hand and be colored to be helpful during the hand snapping to 
capture the fingers and palm. This glove frames the shape of hand by using the geometric-features. In (Lamberti & 
Camastra, 2011) utilized a wool glove with three different color to represent the palms and fingers. This 
methodology considers basic and not costly whenever contrasted using Sensor or Data Glove (Lamberti & 
Camastra, 2011), however the basic interaction among human and computer still is insufficient.

 

There are various machine learning algorithms were used for the recognition of hand gestures and few of them are 
discussed as follows [1] proposes a real-time hand gesture recognition system with four modules such as Data 
acquisition, Pre-processing, Feature extraction, Gesture recognition, and the Real-time hand detection is done 
using Histogram of Oriented Gradients (HOG) feature in MATLAB and the k-Nearest Neighbour (KNN) algorithm is 
used to classify the input images. A technique which commands computer using six static and eight dynamic hand 
gestures is proposed in [2] with three main steps hand shape recognition, tracing of detected hand (if dynamic), 
and converting the data into the required command, the system uses VGG16 a CNN architecture is used as the 
pretrained model to recognize the gestures.[3] Introduces an effective Hand Gesture Recognition system where 
the feature extraction is done using Deep Convolutional Neural Network (DCNN) and the classification is done using 
a Multi-class Support Vector Machine (MCSVM). [4] realizes the segmentation of hand gestures by establishing the 
skin colour model, the Hand gesture segmentation is done using AdaBoost classifier based on Haar and the 
CamShift algorithm for hand gesture tracking and the hand gesture area is classified using a convolution neural 
network. The framework for hand detection and gesture recognition is proposed in [5], the raw data coming from 
the Kinect is used to get the depth information of an image and an algorithm is proposed to identify each point of 
a closed contour identified within a given depth interval. Starting from the regained contour points, the centre of 
the palm is identified. The fingertips are localized by employing the k-curvature algorithm.  

The dynamic hand gesture recognition for video processing is reviewed in this. Recently there has been extensive 
research in the field of hand gesture recognition and video recognition models and has made great progress and 
achieved highly efficient recognition rates in almost all the domains. Primarily in the hand gesture recognition was 
implemented using a wearable gesture recognition system as proposed in the following [6],[7] used flex sensors 
coupled with accelerometers detect the gestures based on the resistance generated due to the finger movements. 
Paper [8] proposed switch-based digital gloves embedded with 5 light-emitting diodes of each finger to identify the 
gesture. Wearable technology is limited to small range applications and requires hardware such as gloves to be 
worn constraining and uncomfortable to use. Deep convolution networks are known for efficient gesture 
recognition from images. The papers [9] [10] have implemented video-based action detection however this model 
focus on short-term motions and lacks the capacity to incorporate long-range temporal structure which are 
important for dynamic action understanding. 
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Also, these ConvNets require large sets of labelled data to achieve high efficiency. 2D Convolution Neural Networks 
(2D CNN) is proposed using Temporal Segment Networks (TSN) which extracts short snippets randomly in a long 
video sequence using a sparse sampling scheme along the temporal dimension and aggregate the information to 
enable long-range temporal modelling.  

TSN are computationally cheap compared to 3D CNN but not great at inferring complex temporal relations. In paper 
proposes 3D CNN model where it has high spatial and temporal modelling characteristics however 3D CNN suffers 
from high computational cost as the numbers of parameters used are more compared to 2D CNN and are under 
the risk of over fitting. Hence to implement a good video-based action recognition system that has both high 
accuracy as that of 3D CNN and having low computational cost as that of 2D CNN, we used a Temporal shift Model 
(TSM) presented in which is inserted into the 2D CNN back bone. Uni-directional TSM algorithm enables to do real 
time video recognition with low latency and high temporal modelling on high computation device.  

4.TECHNOLOGIES 

4.1. GESTURE SENSING TECHNOLOGIES 

Gesture recognition is the process by which gestures made by the user are made known to the system. It can also 
be explained as the mathematical interpretation of a human motion by a computing device. Various types of 
gesture recognition technologies in use currently are: 

4.2. Contact type 

 It involves touch based gestures using a touch pad or a touch screen. Touch pad or touch screen-based gesture 
recognition is achieved by sensing physical contact on a conventional touch pad or touch screen. Touch pads & 
touch screens are primarily used for controlling cursors on a PC or mobile phones and are gaining user acceptance 
for point of sale terminals, PDAs, various industrial and automotive applications as well. They are already being 
used for automotive applications, and PDAs. User acceptance of touch-based gesture automotive systems 
technologies are relatively easier for the public to accept because they preserve a physical user interface. 

4.3. Non-Contact  

Device Gesture Technologies Device-based techniques use a glove, stylus, or other position tracker, whose 
movements send signals that the system uses to identify the gesture. One of the commonly employed techniques 
for gesture recognition is to instrument the hand with a glove; the glove is equipped with a variety of sensors to 
provide information about hand position, orientation, and flex of fingers. First commercial hand tracker, Data glove, 
used thin fiber optic cables running down the back of each hand, each with a small crack in it. Light is shone down 
the cable so when the fingers are bent light leaks out through the cracks. Measuring light loss gives an accurate 
reading of hand poses. Similar technique is used for wearable suits used in virtual environment applications. 
Though gloves provide accurate measurements of hand shape, they are cumbersome to wear, and connected 
through wires. 

Various other kinds of systems are reported in literature for intrusive hand gesture recognition. Some uses bend 
sensor on the index finger, an acceleration sensor on the hand, a micro switch for activation. Styli are interfaced 
with display technologies to record and interpret gestures like the writing of text. To reduce physical restriction 
due to the cables, an alternate technique used is to wear an ultrasonic emitter on the index finger and the receiver 
capable of tracking the position of the emitter is mounted on a head mounted device (HMD). To avoid placing 
sensors on the hand and fingers the “Gesture Wrist” uses capacitive sensors on a wristband to differentiate 
between two gestures (fist and point). Wearing a glove or suit is clearly not a practical proposition for many 
applications like automotive. 

4.4. Vision-based Technologies 

There are two approaches to vision-based gesture recognition: Model based techniques: They try to create a three-
dimensional model of the users hand and use this for recognition. Some systems track gesture movements through 
a set of critical positions. When a gesture moves through the same critical positions as does a stored gesture, the 
system recognizes it. Other systems track the body part being moved, compute the nature of the motion, and then 
determine the gesture. The systems generally do this by applying statistical modelling to a set of movements. Image 
based methods: Image-based techniques detect a gesture by capturing pictures of a user’s motions during the 
course of a gesture. The system sends these images to computer-vision software, which tracks them and identifies 
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the gesture. These methods typically extract flesh tones from the background images to find hands and then try 
and extract features such as fingertips, hand edges, or gross hand geometry for use in gesture recognition. 

4.5. Electrical Field Sensing 

Proximity of a human body or body part can be measured by sensing electric fields; the term used to refer to a 
family of non- contact measurements of the human body that may be made with slowly varying electric fields. 
These measurements can be used to measure the distance of a human hand or other body part from an object; 
this facilitates a vast range of applications for a wide range of industries.  

5.COMPARISION TABLE 

       

6. SYSTEM ARCHITECTURE 

 

Fig. Generalized System Architecture for Hand Gesture Recognition 
 

7. APPLICATIONS 

 
1.Robot Control: Using gesture recognition we can control the robot easily. After hand gesture is recognized for 
performing the certain actions set the movement of robot for movement of hand or finger count of hand for e.g. 
“one” means “move forward”, “five” means “stop”, and so on.  
2. Television Control: Hand postures and gestures are used for controlling the Television device. In a set of hand 
gesture or count of finger are used to control the TV activities, such as turning the TV on and off, increasing and 
decreasing the volume, muting the sound, and changing the channel using open and close hand.  
3. Desktop and Tablet PC Applications: In desktop computing and PC applications, gestures can provide an 
alternative solution to the mouse and keyboard. Many gestures for desktop computing tasks involve manipulating 
graphics or annotating and editing documents using pen-based gestures. 
4. Games: Gesture is used for computer games. Using gesture, we can easily interact with computer. In video game 
using gesture track and control the player’s movement or recognize the position of players. Using gestures control 
the movement of avatars in a virtual world and play station. 
5. Sign Language: Sign language is an important part of communicative gestures. Sign languages are highly 
structural; they are very suitable for vision algorithms. At the same time, they can also be a good way to help the 
disabled people to interact with computers. Sign language for the deaf people has received significant attention in 
the gesture literature. 
 6. Healthcare & Medical Assistance: In healthcare and medical field also gesture technology is used. Using gesture 
patients can control the instrument which they require for their exercise. Gesture based tool used for sterile 
browsing of radiology images. Also, researcher developed a wheelchair with intelligent HCI.  
7. Daily Information Retrieval: Researchers implemented an approach that provides daily information retrieved 
from Internet, where users can operate this system with his hands’ movements. 
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8. Education: In Education system we also used hand gesture recognition system. Example of a such system is 
using hand gesture control the power point presentations. 
 

8. FUTURE SCOPES 

The Hand Gesture recognition is moving at tremendous speed for the futuristic products and services and major 
companies are developing technology based on the hand gesture system and that includes companies like 
Microsoft, Samsung, Sony and it includes the devices like Laptop, Hand held devices, Professional and LED lights. 
The verticals include where the Gesture technology is and will be evident are Entertainment, Artificial Intelligence, 
Education and Medical and Automation fields. And with lot f Research and Development in the field of Gesture 
Recognition Field, the use and adoption will become more cost effective and cheaper. It’s a brilliant feature turning 
data into features with mix of technology and Human wave. Smart phones have been experiencing enormous 
amount of Gesture Recognition Technology with look and views and working to manage the Smartphone in reading, 
viewing and that includes what we call touch less gestures. Google Glass has been also in the same cadre.  

And the Technology has also been embedded into smart televisions nowadays as well, which can easily control and 
managed by Voice and Hand options. In the medical fields Hand Gesture may also be experienced in terms of 
Robotic Nurse and medical assistance. As the Technology is always revolving and changing the future is quite 
unpredictable but we have to be certain the future of Gesture Recognition is here to stay with more and eventful 
and Life touching experiences.  

9. CONCLUSION 

In the present world there are numerous was of providing input to the smart devices such as a smart tv, virtual 
environments used for various purposes, home automation systems etc. Although these are not feasible to the 
trending and upcoming technologies, thus to meet this standard in this paper we put forward a hardware efficient 
dynamic gesture recognition system, which could be a boon to the differently abled people as it lays a natural form 
to communications with hand movements to the smart devices. The model uses temporal shift model combined 
with CNN techniques to extract spatiotemporal features for efficient action detection. A data set of around 16 hand 
gestures can be predicted by the proposed prototype, also we are further planning to implement this model on a 
PowerPoint presentation where the presenter can control the movement of the slides it just by using hand gestures 
without any other support. 
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