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Abstract: Diabetes is a highly prevalent condition that affects people all around the globe. Long-term effects 

of diabetes include heart disease and renal failure, among other things. If this condition is discovered early, 

people may live longer and enjoy better lives. Nowadays, it seems that the healthcare business generates a 

large amount of data, which may be analyzed using proper machine learning algorithms and tools to deliver 

better insights. This kind of analysis aids in the early detection of rare and difficult-to-diagnose disorders, 

resulting in a higher cure success rate and lower medical costs. The goal of this study is to develop a model 

that will be able to predict the likelihood of diabetes in patients with the maximum accuracy. Three machine 

learning methods that may be utilized for data classification were selected for this research, and they are as 

follows: Multilayer Perceptron and Support Vector Machine On the diabetic data set, all Machine Learning 

Techniques were used to identify diabetes and detect stages of diabetes, and their results were analyzed 

using different metrics. In this study, an early-stage diabetes risk prediction dataset from the UCI machine 

learning repository was used. In a huge dataset, this research successfully demonstrated the capacity to 

detect individuals with early diabetes risks. Multilayer perceptron seems to categories the patient as diabetic 

or not with a better degree of accuracy than the other classification algorithms. 
 

 

INTRODUCTION 

Diabetes is a chronic condition that happens when the pancreas doesn't manufacture enough insulin 

or the body doesn't use it appropriately. Insulin regulates blood sugar. Type 1 diabetics have poor insulin 

production and must take insulin daily. There's no scientifically proven way to avoid type 1 diabetes. Type 1 

diabetes symptoms include excessive urine excretion, thirst (polydipsia), continual starving, weight loss, 

visual abnormalities, and weariness [1]. Type 2 diabetes, also known as insulin-dependent or adult-onset 

diabetes, is the most common type of diabetes. Increased body weight and physical inactivity are mostly to 

blame for this kind of diabetes. The symptoms may resemble those of type 1 diabetes, although they are far 

less severe. Gestational diabetes is defined as hyperglycemia with a blood glucose level above normal but 

below the diabetes diagnostic threshold. Diabetes is a condition that develops during pregnancy. During and 

during pregnancy, women with gestational diabetes are more prone to problems. Women with gestational 

diabetes, as well as their children, have a higher chance of developing type 2 diabetes later in life. Prenatal 

screening, not reported symptoms, is used to identify gestational diabetes [2] [3]. 

Researchers such as [4] and [5] designed and proposed different kinds of machine learning based 

models to diagnose diabetes disease. However, only a few studies have concentrated on integrating the 

trained model into a user’s app and designing a user interface so that consumers may monitor their health 

status on their smartphones. Furthermore, those models were trained using only one or two datasets, which 

does not guarantee that the model would perform as expected in real-world scenarios. 
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Polyuria, polydipsia, weariness, sudden weight loss, polyphagia, vision blurring, vaginal thrush, 

edema, delayed recovery, irritability, partial paresis, obesity, alopecia, and muscular stiffness are some of 

the indicators employed in this study's data collection. The key goals of these studies are to anticipate 

diabetes at an early stage so that patients may take appropriate efforts to manage it, as well as to determine 

the relationship between various symptoms and causes that cause diabetes. Finally, this study will aid us in 

determining the optimum machine learning classifier for diabetes prediction [6]. 

Authors Tigga and Garg in [8] conducted a survey and collected a dataset contains 950 records and 

19 attributes that have measurable influence on diabetes such as Family Diabetes history, Blood Pressure, 

Exercise, BMI, Smoking level, Alcohol consumption, Sleeping hours, Food habits, Pregnancy, Urination 

frequency, Stress level and so on [7]. 

Table 1. Diabetes Dataset Features [7] 

 
 

This paper is arranged as follows: The works that are connected are described in Section 2. The 

methodology of this investigation is discussed in Section 3. We've covered the dataset and the study's 

implementation procedure in this section. Section 4 simulates the study findings. Finally, Section 5 brings 

this article to a close. 

 

 

LITERATURE REVIEW 

Singh et al. [9] suggested a diabetes prediction method based on machine learning. They built 

machine learning models to diagnose diabetes using probability-based Naive Bayes (NB), decision tree-

based Random Forest (RF), and function-based Multilayer Perceptron (MLP). 

Kavakiotis et al. [10] investigated Diabetes Mellitus (DM). This paper attempted to discuss and 

investigate machine learning and data mining methodologies in connection to DM science in great depth. 

DM is becoming one of the most serious public health issues of the twenty-first century. 

To detect diabetes, Jerjawi et al. [11] employed an artificial neural network model. This study's goal was to 

find the most beneficial factors and their impact on diabetes. 

Using machine learning methods, Maniruzzaman et al. [12] predicted and categorised diabetes. They 

gathered information from the National Health and Nutrition Examination Survey, which was place between 

2009 and 2012. They tested a variety of machine learning classifiers, with the Random Forest (RF) classifier 

providing the greatest accuracy of 94.25 percent. 

Sowjanya et al. [13] used mobile devices to construct a machine learning-based Diabetes risk 

prediction system. They employed four machine learning classifiers, including J48, SVM, MLP, and NB, 

and the best result came from the Decision Tree. They also created an android app to forecast diabetes risk. 

Anand et al. [14] conducted research to predict diabetes in ICU patients. J48, NB, SVM, and MLP, among 

other machine learning models, were utilised. They built their models using WEKA software, and the J48 

algorithm produced the greatest results. The J48 algorithm's specificity, sensitivity, and Receiver Operating 

Characteristics (ROC) were all 0.92, 0.89, and 0.92, respectively. 
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Using a machine learning algorithm, Dagliati et al. [15] predicted diabetic complications. Their 

research demonstrated how data mining and statistical approaches may be efficiently applied in clinical care 

to create models that employ patient-specific information to predict illness outcomes. They classified their 

data using Random Forest and Logistic Regression and achieved an accuracy of 0.83. 

On diabetes prediction, Kumari et al. [16] used SVM with a radial basis function (RBF) kernel. The 

accuracy, sensitivity, and specificity attained in this study were 78 percent, 80 percent, and 76.5 percent, 

respectively. 

A machine learning research of blood glucose (BG) level prediction was provided by Plis et al. [17]. 

The BG level was predicted using a Support Vector Regression (SVG) model. 

Research on Diabetes analytics was conducted by Kaur et al. [18]. SVM with radial basis function 

kernel (SVM-RBF), SVM with linear kernel (SVM-linear), KNN, and ANN algorithms were used to create 

several diabetes detections models. With the aid of the Boruta Wrapper method, feature sets were chosen. 

SVM linear had the highest accuracy of 89 percent among these classifiers. 

Ahmed et al. [19] pioneered a novel method for treating type 2 diabetic patients. The 318 medical 

data points collected included sex, smoking, age, renal problem, hypertension history, eye issue, and cardiac 

issue. They identified a 70.8 percent accuracy rate and a ROC value of 0.62 using the J48 method. 
 

 

PROPOSED SYSTEM 

Figure 1 shows the proposed System Architecture for diabetes prediction and detecting the stages of 

diabetes. 

 
Fig 1. Proposed System Architecture 

Following are various stapes involved in predicting the stages of diabetes 

1) Data Input: We have used Diabetes Dataset from UCI machine learning repository [7]. 

2) Data Pre-processing: We transformed category characteristics such as Polyuria, Sudden weight loss, 

Polydipsia, Weakness, Gender, Genital thrush, Polyphagia, Visual blurring, Partial paresis, Itching, 

Irritability, Muscle stiffness, Delayed healing, Obesity, Alopecia, and Class into quantitative 

equivalents. 

3) Data Splitting: In this phase, we divided our dataset into two sections: a training dataset and a 

research dataset. Seventy-five percent of the data was utilised for training, while twenty-five percent 

was used for testing. 

4) Hyper-parameter Tuning: The hyper-parameters of the machine learning classifiers were tweaked in 

this stage. We used the Exhaustive Grid Search to do hyper-parameter optimization. 

5) Applying Classifiers and Making Predictions: In this stage, we used our training data to train eleven 

various classifiers, including Multilayer Perceptron (MLP) and Support Vector Machine (SVM). 

Following training, each of these classifiers was used to predict the existence of diabetes in patients 

in the testing dataset. 

6) Performance Evaluation and Model Selection: We examined the performance of these twelve 

classifiers in this stage. Five assessment criteria, namely accuracy, area under curve (AUC), 

precision, recall, and f-1 score, were utilised to evaluate the efficacy of these classifiers. We chose 

the best classifier for predicting a diabetes patient based on these assessment measures. 

7) Web Application development: To develop a smart web application, we have used the JSP- Servlet 

framework and integrated the best model. To predict diabetes, a user is required to submit a form 

with necessary numbers of diabetes related parameters. The application uploaded in a server predicts 
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the results using the adopted machine learning model. We describe the adopted machine learning 

algorithms in the following sections. 

 

A. Support Vector Machine 

Support Vector Machines are used to handle classification and regression problems (SVM) [9]. The 

decision boundary that the SVM returns is defined by the following equation: 

𝑓(𝑋) = 𝑤𝑏 + 𝑇 

Here, w is the weight vector, X is the data dataset to be classified, and b is the linear coefficient. 

 

RESULT AND DISCUSSION 

Our proposed model is tested and evaluated in this section using a variety of machine learning algorithms, 

including SVM, and MLP. To find the effectiveness we have used UCI machine learning diabetes datasets. 

 

A. Experimental setup 

The proposed model is built in JSP-Servlet and executes on a computer having an Intel Core i5 

processor with a 4 GB graphics card, 8GB RAM and a 64-bit Windows operating system running at 1.80 

GHz. 

 

B. Performance metrics  

The performance of the proposed approach has measured using confusion matrix shown in Table 2. The 

confusion matrix has four different outcomes: true positive (TP), true negative (TN), false positive (FP), and 

false negative (FN), as follows: 

Table 2: Confusion Matrix 

 
Accuracy: It measures the model’s total number of accurate predictions and can be measured as a ratio 

between the number of correct prediction and total number of test cases of any model as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 + 𝑇𝑁) / (𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁) 

 

Precision: The proportion of correct positive predictions to total positive predictions is known as precision:  

Pre𝑐𝑖𝑠𝑜𝑛 = (𝑇𝑃) / (𝑇𝑃 + 𝑇𝑁) 

 

Recall: Total positive predictions vs. actual positive values is known as recall:  

Re𝑐𝑎𝑙𝑙 = (𝑇𝑃) / (𝑇𝑃) + FN  

 

F1-score: F1-score takes precision and recall into account and can be described as follows:  

F1-Score = 2 * ((𝑝𝑟𝑒𝑐𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙) / (𝑝𝑟𝑒𝑐𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙)) 
 

C. Result  

Fig. 2 represents the overall results of the experiment in terms of accuracy, precision, recall and f1-score. 

The accuracy of the SVM with kernel variation models is 66.0%, 73.0% of SVM-L and SVM-P for 20% 

dataset size and is 73.0%, 74.0% of SVM-L and SVM-P for 30% dataset size respectively, SVM-P 

outperforms the other methods while performing the diabetes prediction. Table 3 shows the precision, recall, 

f1-score and accuracy of SVM-L and SVM-P algorithms. 
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Fig. 2 Diabetes Prediction Performance Parameters Comparison 

 

Test File 

% 

SVM - L SVM - P 

 Precision Recall F1-Score Accuracy Precision Recall F1-Score Accuracy 

20 68 63 63 66 75 76 76 73 

30 75 76 76 73 76 77 77 74 

Table 3 Performance Parameters Comparison of SVM – L and SVM - P 

 

 
Fig. 3 Diabetes Prediction Time Comparison Graph 

 

Test File %  SVM – L Time (ms) SVM – P Time (ms) 

20 55 26 

30 139 31 

Table 4: Time Comparison of SVM – L and SVM – P 

 

 

 

 

 

SVM MLP

Accuracy 80.25 90.5

Precision 82.15 91.1

Recall 78.5 89.6

F1-Score 79.6 89.4
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CONCLUSION 

In our research, firstly, we have adopted several machine learning algorithms and evaluated their 

performances to predict the diabetes of individuals. Secondly, we have conducted several experiments and 

evaluated the performances of the proposal. We found that MLP outperforms the other algorithms. Finally, 

based on our observed results, a smart web application is developed for predicting the diabetes accordingly. 
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