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Abstract : Text summarization refers to the technique of shortening long pieces of text. The intention is to create a
coherent and fluent summary having only the main points outlined in the document. As theamount of information present on
the internet is increasing, the need for summarization of long pieces of text is more important than ever, as reading long pieces
of text may be time consuming.

We aim to deploy the extractive summarization approach to achieve automated summarization. The extractive approach
involves picking up the most important phrases and lines from the documents. It then combines all the important lines to create
the summary. So, in this case, everyline and word of the summary actually belongs to the original document which is
summarized. Sentences are ranked by assigning weights and they are ranked based on their weights. Highly ranked sentences
are extracted from the input document so it extracts important sentences which directs to a high-quality summary of the input
document and store summary as adocument.

Briefly explaining, we aim to build a web application using flask which will be able to recognize and detect text from
various sources, summarize it using Natural Language Processing (NLP) algorithms and libraries such as Natural Language
Toolkit (NLTK), gensim, spacy, sumy and thensave the summary in a document.

IndexTerms - Component, formatting, style, styling, insert.

l. INTRODUCTION

Text summarization is the method of creating a short, accurate, and fluent summary of a longer text document. Automatic
text summarization methods are greatly needed to address the ever- growing amount of text data available online to both better
help discover relevant information andto consume relevant information faster.

With the present explosion of data circulating the digital space, which is mostly non-structured textual data, there is a need
to develop automatic text summarization tools that allow people to getinsights from them easily. Currently, we enjoy quick
access to enormous amounts of information.However, most of this information is redundant, insignificant, and may not convey
the intended meaning. For example, if you are looking for specific information from an online news article, youmay have to dig
through its content and spend a lot of time weeding out the unnecessary stuff before getting the information you want.
Implementing summarization can enhance the readabilityof documents, reduce the time spent in researching for information, and
allow for more informationto be fitted in a particular area.

Automatic summarization is the process of shortening a set of data computationally, to create a subset that represents the

most important or relevant information within the original content. In addition to text, images and videos can also be
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summarized. Extractive text summarization involves the selection of phrases and sentences from the source document to make

up the new summary. Techniques involve ranking the relevance of phrases in order to choose only those mostrelevant to the

meaning of the source.

A.PROBLEM DEFINITION

With such a big amount of data circulating in the digital space, there is need to develop machine learning algorithms that can
automatically shorten longer texts and deliver accurate summaries thatcan fluently pass the intended messages. Automatic text
summarization is a common problem in machine learning and natural language processing (NLP). Machine learning models are

usually trained to understand documents and distill the useful information before outputting the required summarized texts.

The primary objective of the paper is to build a web application using flask which will be able torecognize text from various sources
such as image, URL or raw format and summarize it using various Natural Language Processing (NLP) algorithms and libraries such as

Natural Language Toolkit (NLTK), gensim, spacy, sumy, etc and then save the summary in a document.

I1.SYSTEM DESIGN

The developed system generates an efficient and fluent summary for the text data given as input which can be collected
from various sources such as URL, image or even raw text. The summarization is performed using Natural Language ToolKit
(NLTK) library which enables various language processing functions such as summarization, tokenization, etc.

The design of how the application works is as explained below:

o Data extraction from various sources; URL, image or raw:
The data which is to be summarized is extracted from various sources as per the convenience of the user. Various

necessary libraries and frameworks are deployed to extract the informationaccording to the source of the user.

o Clean-up of the data:
Any unnecessary information from the extracted data is removed, thus removing any noisy data and giving clean

information.

° Tokenization:
Word tokenization is the process of splitting a large sample of text into words. This is a requirement in natural
language processing tasks where each word needs to be captured and subjected to further analysis like classifying and

counting them for a particular sentiment etc.

] Calculation of word frequency for each word:

Calculates the occurrence of each word in a sentence. It is basically done to rank the importanceof words.

] Calculation of weighted frequency for each sentence:
After ranking the words, sentence frequency is generated in order to predict the rank of each sentence. This is done

using the algorithms in the NLTK library.

e  Generation of the summary:

Finally, the summary will be displayed to the user after choosing 30% of the top weightedsentences.
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The figure 2.1 below clearly illustrates how the text summarization application is integrated tocarry out its flow of

work from both the front-end and back-end perspective.
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Figure:2.1 Flow chart of the summarization application

The use case diagram of the summarization application is displayed in figure 2.2. The diagram gives clear depiction of the various

user functionalities and also the tasks that the summarization tool can perform.
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text summarization

Figure 2.2: Use case diagram for the summarization application

IH1LIMPLEMENTATION

B.ABSTRACTIVE SUMMARIZATION

Abstractive methods select words based on semantic understanding, even those words did not appear in the source documents. It
aims at producing important material in a new way. They interpret and examine the text using advanced natural language
techniques in order to generate anew shorter text that conveys the most critical information from the original text.

It can be correlated to the way human reads a text article or blog post and then summarizes in their own word.

Input document — understand context — semantics — create own summary.

The figure 3.1 below, contains an example of abstractive summarization. We can clearly notice how new sentences are formed after
analyzing the words in the given sentences.

(b) Abstractive Summarization
Source Text: BBl and EIESBEM took a taxi to HHEHE the night [JEEM in the city

While in the party, [lISSBE collapsed and was rushed to the |[ESENE

Summary: Elizabeth was hospitalized after attending a party with Peter

Figure 3.1 : Abstractive summarization; An example
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C.EXTRACTIVE SUMMARIZATION

Extractive methods attempt to summarize articles by selecting a subset of words that retain the most important points. This
approach weights the important part of sentences and uses the same to form the summary. Different algorithm and techniques are
used to define weights for the sentences and further rank them based on importance and similarity among each other.

Input document — sentences similarity — weight sentences — select sentences with higher rank.

The figure 3.2 below, clearly explains how extractive summarization technique is used to form the summary. Here, it can be

notices how the sentences are analyzed, and the words from withinthe same sentences are used to form the summary.
(a) Extractive Summarization
Source Text: Peter and Elizabeth took a taxi to attend the night party in the city
While in the party, Elizabeth collapsed and was rushed to the hospital

Summary: Peter and Elizabeth attend party city. Elizabeth rushed hosj

vita
pit

Figure 3.2: Extractive summarization

The limited study is available for abstractive summarization as it requires a deeper understanding of the text as compared to the
extractive approach.
Purely extractive summaries often times give better results compared to automatic abstractive summaries. This is because of the fact
that abstractive summarization methods cope with problems such as semantic representation, inference and natural language
generation which is relatively harder than data-driven approaches such as sentence extraction.

D.DATASET

The dataset used for training the summarization model is titled news summary dataset. The source for the dataset is kaggle.
The dataset consists of 4515 examples and contains Author_name, Headlines, Url of Article, Short text, Complete Article. The
summarized news from In shorts and only scraped the news articles from Hindu, Indian times and Guardian. Timeperiod ranges

from February to August 2017.

The figures below contain a small sample of the dataset. The images help in understanding theschema of the dataset.

JETIR2206292 | Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org \ c750


http://www.jetir.org/

© 2022 JETIR June 2022, Volume 9, Issue 6 www.jetir.org (ISSN-2349-5162)

Data Explorer
50.83 MB < news_summary.csv (11.35 MB)

Detail Compact Column

Summary
» O 2files

* 0l 8 columns

JETIR2206292 | Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org | c751


http://www.jetir.org/

© 2022 JETIR June 2022, Volume 9, Issue 6 www.jetir.org (ISSN-2349-5162)

Figure 3.3: A subset of the news summarization dataset from kaggle

The figure 3.3 clearly shows the count of the samples from the dataset and also contains some of the samples of the
dataset.
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Figure 3.4: Samples from the dataset

The figure 3.4 above, contains some more samples from the dataset which was used for trainingthe summarization
model.
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E.SUMMARIZATION USING RAW TEXT

The working methodology of the text summarization process when raw text is given as input isclearly explained with the help
of a flowchart as shown in figure 3.5 below:
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Figure 3.5: Summarization process using raw text

The figure 3.6 below contains the code snippet for summarization using raw text, with a briefexplanation of the code.

def rawtextsummary(raw_text):
stopWords = set(stopwords.words("english")) #stop words are a set of words that occur frequently in a paragraph and are not useful
word_frequencies = {} #creating dictionary for word frequency scores
for word in nltk.word_tokenize(raw_text):
if word not in stopWords:
if word not in word_frequencies.keys():
word_frequencies[word] = 1
else:
word_frequencies[word] += 1
maximum_frequncy = max(word_frequencies.values())#setting the val of max_frequency to the max val found in word_frequencies
for word in word_frequencies.keys():
word_frequencies[word] = (word_frequencies[word]/maximum_frequncy)#calculation of weighted frequency
sentence_list = nltk.sent_tokenize(raw_text) #calculating sentence scores
sentence_scores = {}#creating dictionary for sentence scores
for sent in sentence_list: #for loop for tokenizing sentence into words |
for word in nltk.word_tokenize(sent.lower()):
if word in word_frequencies.keys():
if len(sent.split(’ ")) < 30:
if sent not in sentence_scores.keys():
sentence_scores[sent] = word_frequencies[word]
else:
sentence_scores[sent] += word_frequencies[word]
summary_sentences = heapq.nlargest(7, sentence_scores, key=sentence_scores.get)
summary = ' '.join(summary_sentences)
return summary

Figure 3.6: Code snippet for raw text summarization
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The general working methodology of the code is as explained below:

The data when collected in a raw format, is first cleaned to removed punctuations, stopwords, humeric values, special
characters, etc.
This sentence in then tokenized into words and the word frequency is generated.

Then, the weighted frequencies of the sentences are calculated. Finally, the summary is generated

The figure 3.7 contains the HTML code for the development of the initial page of raw textsummarization

ha384-B4cI YHKNBTE8C12p+WXckhzcICodut JACUBYZTYSERId1GS 5 TkES+L 381XeVIL

Figure 3.7: HTML input code snippet for raw text summarization

The general working methodology of the code is as explained below:

First, the text area is assigned for the user to be able to input the raw text that has to summarized.
Then, the form is created with the method of POST in order to be accessible to takeinput from the user.
Finally, the text given by the user is sent to the raw text summarization function wherethe summarization operation

takes place.

The figure 3.8 contains the HTML code for displaying the summarized text produced from rawtext summarization:
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k!--extending base for app2-->
{% extends ‘'base.html’ X}

{% block head X}

<IDOCTYPE html>

<html lang="en">

<head>
<title>Summaryzer</title>

{% endblock %}

<l-- €SS >
<link href="https://fonts.googleapis.com/icon?family=Material+Icons” rel="stylesheet™>
<link href="static/css/materialize.css” types"text/css” rels"stylesheet™ medias"screen,projection™/>
<link hrefs="static/css/style.css” types"text/css™ rels="stylesheet” media="screen,projection™/>
<link rel="stylesheet™ href="https://use.fontawesome.com/releases/vs.5.0/css/all.css” integrity="sha3s4-BAdIYHKNBSBC12p+iXckhzcICOOMt JAOUBYZTYSGEQI1GSSeTKES+L3B1XeV
</head>

{% block body %}
<body>
<br>
<h3>Summarised Text is: </h3>
<br>
<br>

<!-- End -->

{3}

</body>
{% endblock %}
</htal>

The general working methodology of the code is as explained below:

*  First, the text area is assigned where the output will be generated.

*  Then, the html document is linked with method of GET in the flask web app folder inorder to return the

output generated from the raw text summarization function.

*  Finally, the text is summarized.

F.FLASK APPLICATION DEPLOYMENT

The functions that are responsible for the deployment of the Flask web applications are aspresented in figure 3.9

fapp.routedl "/ ")
def index():
returnmn render_templated "incdex.html ™)

#RAW TEXT - Start
fapp.route( " /summ” )
def my__formd)D:
return render_template( ' summ2.html ")

Sapp.routed " /summ’ ,methods=["POST " 3>

de¥ my__form_postd)d:
TexTt=request.form[ "u"J
pProcessed_textwrawtextsummary (text)
return processed_text

Sapp.routel " /summa' ,methods=[ "POST" ", "GET" 1)
ded ocoutputd)d:

x=my _form__postd()

return render_template( " summ3.html " ,x=>x)
#RAW TEXT - Ena

BMWEBSITE- Start
fPapp.routed " /Ssummawebd * )
de€ my__formi():
return render_templated summsS._.html )

fapp.route( " /Ssummaweb " ,methods=[ "POST ", "GET " 3)
de¥F my_form_postid)d:

Textweb=request.form[ "u" )

processed _tTextweb=websitesummary (textweb)

return render_template( " summS._.html " ,processed_textweb=processed_textweb)
SBWEBSITE - Ena

Sapp.routel " /detect ")
de¥ nomel () :
return render_template( " summ&.html ")

@app.routel " /detect”, methods=[ "POST", °“GET"1)
de¥ nomed():
if request.method == “POST":
iFf "photo” not in reqquest.files:
return “"there is no photo in form*®
else:

Nname = request.form["img-name"] - e (- &

pPhoto = request.files([ "photo”]

path = os.path.join(app.config "UPLOAD_FOLDER"J, name)
pPhoto.save(path)

textObject = GetTextd{(name)

Freturn textObject.fFile

return rawtextsummary {(textObject.file)

return render_template( summé.ntml )

Figure 3.9: The code snippet of the flask application deployment
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IV.RESULTS
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Enter the text that you want to summarize.
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m Summarize

Figure 4.1 : Summarizing an article using raw text summarizer

@ 1270041

Summarised Text is:

The ultimate objective of NLP is to read, decipher, understand, and make sense of the human languages in a manner that is valuable. Natural Language

Processing, usually shortened as NLP, is a branch of artificial intelligence that deals with the interaction between computers and humans using the natural
language. Personal assistant applicatio

ns such as OK Google, Siri, Cortana, and Alexa. Interactive Voice Response (IVR) applications used in call centers to
respond to certain users’ requests. Most NLP techniques rely on machine learning to derive meaning from human languages

Figure 4.2: The summarized result

G.WEBSITE SUMMARIZER

The website URL extracts text from any URL and gives it to the summarizer for summarizing thetext. The user can
extract the URL from any webpage of his choice and give it to the summarizerfor summarizing its content.

The figure 4.3 and 4.4 below, displays the testing results when a URL is to the website summarization feature.

€ =2 C 0O 127001

Enter the Website Link that you want to summarize.

(/7T Summarize

Figure 4.3: Giving input to the webpage summarizer

Figure 4.4: The summarized output
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V.CONCLUSION AND FUTURE SCOPE

Summarization can be defined as a task of producing a concise and fluent summary while preserving key information
and overall meaning. Automatic text summarization methods are greatly needed to address the ever-growing amount of
text data available online to both better helpdiscover relevant information and to consume relevant information faster.
There is an enormous amount of textual material, and it is only growing every single day. The data is unstructured and
the best that we can do to navigate it is to use search and skim the results. There is a great need toreduce much of this text
data to shorter, focused summaries that capture the salient details, both sowe can navigate it more effectively as well as
check whether the larger documents contain the information that we are looking for. Extractive text summarization
involves the selection of phrases and sentences from the source document to make up the new summary. Techniques
involve ranking the relevance of phrases in order to choose only those most relevant to the meaningof the source. Coming
to the deployed system, the developed web application was implemented by using the flask framework to deploy the
NLP model. Text summarization was achieved using natural Language Processing using the NLTK libraries. The
detection of text from an image was successfully performed using the PyTesseract API. All the modules implemented in

the project have been trained and tested to give valid results and the same have been embodied in this report.

In the future, we aim to work towards improving the accuracy of the summarizer by deploying deep learning
methods. We wish to deploy the approach of abstractive summarization. To generateplausible outputs, abstraction-based
summarization approaches must address a wide variety of NLP problems, such as natural language generation, semantic
representation, and inference permutation. We could also add in a feature related to text translation wherein
summarization of various languages can be carried out within a single integrated web application. A feature related to
voice detection can also be added to the web application where it can directly convert the summarized text to voice so
the user can save time on even reading the text. Furthermore, we can work on making the application platform

independent by making it compatible with mobile phones, tabs, etc.
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