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Abstract:  The shape recognition and defect detection of defects at the early stage will helps smooth production process, 

saves production cost and time. This paper presents a computationally efficient 2D computer vision-based approach to recognize 

machine parts and detect damaged parts on the assembly line. A contour of the machine parts is extracted and normalized by an equal 

part area method to describe the shape. The defects in the machine part such as damage, cracks are identified by the similarity 

measure between model shape and the data extracted from machine part of the assembly line. It gives important clues for machine 

part shape recognition and defect identification.  
 Surface defects are a major reason for poor quality of parts for manufacturers. Inspection processes done in industries are 

mostly manual and time consuming. To reduce error on identifying surface defects requires more automotive and accurate inspection 

process. Considering this lacking, the recognizer identifies the surface defects within economical cost and produces less error prone 

inspection system in real time. 

  This research implements a surface Defect Recognizer which uses computer vision methodology with the combination of 

local thresholding to identify possible defects. Under the complex background of image acquisition, a new model faster r-CNN with 

Tensor Flow is proposed for online detection of surface defects. It has better recognition of microdefects under a complex background 

than some other recognition networks. 
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I. INTRODUCTION 

Today streamlined turnout systems are widely used in variegated types of product manufacturing industries and packaging 

industries with large scale production units. They used mechanized devices such as part feeder, conveyor, image capturing unit, part 

recognition unit, part selection unit, and intelligent robots that follow stock-still sequence of steps to hoke the product.  

There are three classes of turnout systems with respect to productivity namely high, medium, and low volume production 

units. In upper volume production the turnout systems are fully automated, turnout of parts in other two classes are performed in 

semi-automated or transmission by hand. The variants of these turnout systems are in-line turnout system, dial indexing system, 

carousel turnout system, and single station turnout system, which is chosen equal to the manufacturing process, product, and the 

production quantity required. The initial investment forfeit for establishing such systems is high, but it saves time, money, and labour. 

The advantages of such system are huge quantity of production, stable product diamond with good quality and reliability.  

The machine parts recognition in streamlined turnout systems is entirely variegated from unstipulated object recognition; 

moreover the worthiness of human to distinguish between healthy and unhealthy machine parts are good but it is a complicated task 

for a machine. In unstipulated transmission defect detection by human inspectors are impractical with fast moving machine parts on 

conveyor in wing it is expensive, subjective, inaccurate, eye straining and other health issues to quality tenancy inspectors. By 

considering these issues, a computer vision based non-contact inspection technique is ripened for defect detection in industrial 

machine parts by image processing techniques. The present study will help the industrial robot used in turnout process and industrial 

inspection systems.  

The defect detection is performed on machine parts at early stages of the turnout line to ensure product quality. The 

schematic diagram for defect detection from machine parts is shown in Figure1. The 2D vision of machine parts which are moved 

withal the conveyor are captured and its purlieus characteristics are analysed to match with its model shape. If there is any deviation 

in matching result leads to notification of defect which in turn instructs the robot controller to pick up the needing piece from the 

conveyor and place it in the pallet. [5] 
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       Figure 1. A schematic diagram for machine parts defect detection in model assembly line 

 

In general, defects in machine parts are classified into two types: surface defects and damages. The surface defects are 

identified by texture and verisimilitude features, but part damages are identified by shape features. In the present study, a shape full-

length extraction method is employed which is meaty in nature and it is responsive with the speed of the turnout line. The defect 

detection is performed with reference to a model shape of the machine part. The shape descriptor uses only the purlieus information 

to describe the shape of the machine part. The matching of test shape with model shape is performed using correlation coefficient 

metric. If any deviation found in the test then it is identified as defective. The status of healthy and unhealthy parts is notified to the 

robot controller for its towardly action. [5] 

 

 

2. DEFECT DETECTION SYSTEM STRUCTURE 

 
This system mainly includes three modules: parts conveying module, image capturing module and defects detection model. 

(1) The parts-conveying module is used to realize the movement tenancy and sorting of parts. (2) The image capturing module is 

well-balanced of a camera, light source and photoelectric sensor, which is used to obtain high-quality images in the process of moving 

parts. (3) The defects detection module is used to process the placid high-quality images and realize the detection and recognition of 

the surface defects of parts. The specific process is as follows: the parts is transmitted by the conveyor belt, when it passes through 

the photoelectric sensor, the signal is transmitted to the console, and the image vanquishment module is controlled by the panel to 

collect the parts image. Finally, the defect detection module detects and identifies the defect and displays the result in the human–

machine interface. [2] 

 

 

2.1. Surface Defect Detection Algorithm  

A non-contact machine vision based defect detection system is proposed in this section. The pursuit assumptions are 

considered in the present study. The objects moving in the conveyor are captured by vertical direction of the overhead camera in the 

streamlined turnout lines. The machine parts are placed on the conveyor with predetermined sequence and the timing is synchronized 

with operation of turnout system. Here the objects on the conveyor are not occluded and they possess rotational orientations. That 

is, machine part to be captured and the camera are stationary; this simulates the situation in which the camera will periscope the 

word-for-word shape from the top view and only one part is present per view. The sequence of steps followed in the proposed system 

is: image capturing, image pre-processing, similarity matching, machine part recognition, and defect detection. These steps are 

summarized in flow diagram form in Figure 2. [2] 
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   Figure 2. Process followed by model at the time of defect detection  

 

 

4. SETUP OF TENSOR FLOW WITH FASTER R-CNN PRETRAINED MODEL 
 

The Tensor Flow Object Detection API requires using the specific directory structure provided in its GitHub repository. It also 

requires several additional Python packages, specific additions to the PATH and PYTHONPATH variables, and a few extra setup 

commands to get everything set up to run or train an object detection model. 

 

Steps to setup proposed model for surface defect detection-  

 

1] Preparing the workspace –  

Installing tensor flow 

Installing tensor flow object detection API. 

Importing pretrained model for faster r-CNN algorithm. 

Install dependencies and compiling package. 

 

2] Preparing the dataset –  

   

2.1 Annotate the dataset 

Used labelimg (python based repository) for labelling the dataset. 

  

        
 

             Figure 3 – labelling of the dataset 

 

2.2 Partition the dataset 

 

Dividing the dataset into training and testing datasets with the 80/20 percent. i.e., 80 percent training dataset and remaining into test 

dataset for validation purpose. 

 

2.3 Create label map –  

 

TensorFlow requires a label map, which namely maps each of the used labels to an integer values. This label map is used both by 

the training and detection processes. 
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                        Figure 4 – label map  

 

2.4 Creating TFRecords – 

Now that we have generated our annotations and split our dataset into the desired training and testing subsets, it is time to convert 

our annotations into the so called TFRecord format. 

 

3] Configuring a training job –  

 

3.1 Download pretrained model –  

Here we have taken faster r-cnn as a pretrained model. 

 

3.2 Training the model –  

Here we had started training of the model. 

 

If everything has been set up correctly, TensorFlow will initialize the training. The initialization can take up to 30 seconds before 

the actual training begins. 

Each step of training reports the loss. It will start high and get lower and lower as training progresses 

 

Figure 5 – Training Iterations Of The Model 

 

4] Exporting a trained model – 

  

Once your training job is complete, you need to extract the newly trained inference graph, which will be later used to perform the 

object detection.  

 

We can use this same inference graph as input to our prediction step with image acquisition system to get direct output within the 

seconds on production line itself as shown in figure 1 , we will get the signal output for defective parts detection and identification. 

 

 

 

 

 

5. RESULTS 

To see the qualitatively as well as quantitatively performance of the proposed algorithm, some experiments are conducted on several 

images. The effectiveness of the approach has been justified using different images. The results are computed qualitatively (visually) 

as well as quantitatively using quality measures.  

 

The figures from Figure 6 to 9 are the screenshots of the proposed work which shows the different images which consists of original 

images and output defect detected images. 
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Figure 6. Original image    Figure 7. Defect detected image 

 

 

                                                   
 

Figure 8. Original image    Figure 9. Defect detected image 

 

 

 

6. CONCLUSIONS 

In this paper, a computer vision based approach to recognize the machine parts and detect damaged parts in automated 

assembly systems has been presented. The machine part defects in the form of damage, cracks are identified by scanning the shape 

of the object also we need not need to convert images into gray scale or thresholding of images before training the data , this is one 

of the advantage of this model.  

Here from the point of view of Industry resolution 4.0 where we are moving towards the automated processes, AI ML 

processes, this method will definitely contribute towards it with some enhancements. 

The proposed object recognition system uses colour image directly captured with camera. The colour information in the 

image can be used for recognition of the object. Color based object recognition plays vital role in Robotics.so it has applications in 

that field also. 
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