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Abstract  
COVID – 19 (2019 novel coronavirus) which started in China had spread all over the world rapidly. It is the worst 

health crisis, the whole world has suffered since World War II. India reported its first COVID-19 positive case on 30 

January 2020 in Kerala. It grew to 3 cases by 3 February 2020. The number of cases in India kept on increasing, and 

the virus is spreading widely. All necessary steps have been taken care of by the government of India to make sure 

that India is ready to face the challenge of the COVID-19 pandemic. The major step is to provide the right information 

to the citizens to take precautions. This paper is an effort to analyze the cumulative data of confirmed COVID-19 

positives, deaths due to COVID-19, and recovered cases. This paper also examines the spread trend of this deadly 

virus in India. This paper compares different groups of people based on their gender and different age groups in India. 

This paper provides an overview of various Indian states with many COVID-19 positive cases, and all this data comes 

from the Kaggle online repository for datasets and the Ministry of Health & Family Welfare India. This paper uses 

Regression and classification machine learning models such as Linear Regression, Logistic Regression, Decision Tree 

Regressor, and Random Forest Classifier to analyse the data from the different datasets available to predict the 

area/state/union territory with an increase in the number of COVID-19 cases. The results show that the decision tree 

gave 99% accuracy in identifying COVID-19 positive cases. 

Keywords:  Coronavirus, Machine Learning, Decision tree Regressor, Logistic Regression, Linear Regression, 

Random Forest Classifier. 

INTRODUCTION 
COVID-19 pandemic first appeared in Wuhan, China in December 2019. It is a severe respiratory syndrome 

coronavirus that affected people worldwide [1][2]. This virus has been presumed to be transferred to humans from 

bats [3]. The virus tends to spread from one person to another. The infected person is treated in ICUs [4]. Many 

researchers have used chest CT scan images to identify the corona cases amongst normal person’s chest CT scan 

images. Machine learning is getting used to identify the shreds of evidence of pneumonia using CT and xrays[5]. 

Bhattacharya et al. [6] in their paper have explored various DL techniques for processing CORONA medical photos. 

Moreover, they have also undertaken different use cases for covid detection using images. [7] A researcher has used 

CNN for rapid automatic COVID identification and shown good results. Expert systems [8]are made to categorize 

Xrays to recognize covid and pneumonia and are proven to show better accuracy when compared to other state-of-

the-art models. 
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    Symptoms of this disease are cough, fever, and respiratory disorders. It has been observed that men are more 

prone to this deadly virus than women as shown in fig 1 below. The figure is a visualisation of data of infected 

people based on their genders. 

                 

Fig. 1. Comparison of cases based on Gender.  Fig. 2. Various Age groups percentage of cases. 

In many developed countries, due to the unavailability of intensive care units, the health system has collapsed. 

The distribution of cases according to various age groups in India is shown in fig. 2. In the literature survey, there 

is no detailed study of the virus as of now. India is a big country with many states and there were very few testing 

kits available in India. But the Indian government made no stone unturned to make people safe whether it is the 

Lockdown period or strict rules for the implementation of social distancing. A 76-year-old man who returned 

from Saudi Arabia was the first victim in India, then the number of cases kept on increasing in the nation after 19 

march 2020. The testing rates in India were among the lowest in the world and that was the main reason for an 

increased number of infections in India. The below graph in fig. 3 shows the number of confirmed cases, cured 

cases, and deaths in India.  

 

Fig. 3. Cases in India 

After analysing the Indian states’ dataset available, fig4 below shows the top 20 states with a number of 

confirmed cases, deaths, and cured cases respectively and table 1 gives the state-wise mortality rate in India. In 

this paper various machine learning methods have been applied to various Indian datasets available to estimate 

the accuracy of various machine learning methods available. The paper is divided further into Dataset Used, 

Machine Learning models used, and finally results and conclusions. 
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Fig. 4. Top 20 states Analysis 

Table 1. Top 20 State-wise mortality rate. 

 

Datasets Used 
In this paper, different datasets have been used. The first dataset is COVID_19_India which describes various 

states and union territories of India with some confirmed, cured, and death cases respectively and with their 

attributes like age, gender, etc. Fig. 4 depicted in this paper is computed by analysing this particular dataset only. 

The next dataset used is Individuals_dataset which comprises details of individuals with their age, gender, current 

status whether still positive or not, and their state information. This dataset has been used to analyse the result 

that men are more prone to COVID-19 than women as shown in fig. 1. The next dataset used is Age_group details 

of individuals and it has been analysed to give the percentage chart for various age groups in figure 2. The testing 

dataset has also been analysed and compared with testing datasets of different countries like South Korea, 

Singapore, etc. The testing dataset below in Table 2 reveals that India was far behind in testing which was an 
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important step to keep track of COVID-19 cases. All these datasets have been used from the Kaggle repository 

for dataset and the Ministry of Health & Family Welfare India. The dataset has been split into 75-25 ratios in 

training and testing sets respectively. Python 3.8 is the platform for the various analysis of data. All the datasets 

have been pre-processed to remove the missing values present in them. Matplotlib is the primary library used to 

analyse the data in the form of pie charts and tables. 

Table 2. Comparison of Testing Done 

Parameters India South Korea 

Population 130 Cr 5.15 Cr 

First Case reported on 28 January 2020 23 January 2020 

Total Tests 1523213 6555194 

Tests Per Million People 1171 9654 

No. of Positives per 100 Tests (%) 4.56 2.44 

Current Mortality Rate (%) 3.31 1.63 

 

MACHINE LEARNING MODELS USED 
This paper studies various machine learning models like Decision tree regressor, Linear regressor, Logistic 

regressor, and Random forest classifier. These models have been applied to the available datasets to understand 

which state will be predicting more COVID-19 positive cases in the future. All the models are compared based on 

their accuracy and the results clearly show that the decision tree is the best regressor to identify the data with 

99% accuracy. This section also gives a brief description of all the methods used here. Firstly, this paper briefs 

about regression, classification, and then all the other methods that were used in this study. 

 Regression: It is a supervised machine learning model that targets values based on independent 

variables. It is used to find the relationship between dependent and independent variables. It can be 

trained further to make predictions about real numbered outputs. The basis for regression is a hypothesis 

that can be either linear, quadratic, polynomial, non-linear, etc. Whenever there is a problem with real-

time data, regression is the answer to that problem. Various regression models are Linear regression, 

polynomial regression, multiple Linear regression, etc. 

 Classification: It is a supervised machine learning model which is used when we have categorical data. A 

categorical data can be “red” or “blue” or “yes” or “no” etc. It observes the given values and tries to draw 

some solution. Various classification techniques used are Decision Tree, Logistic regression, SVM, 

Random Forest, etc. 

The following part of this paper briefs about the models used in this paper: 

 Decision Tree Regression: It is a tree structure that breaks down a dataset into smaller and smaller 

subsets by developing a tree at the same time[9]. It is a built-in top-down format and the starting 

node is known as the root node. Standard deviation (SD) is used to calculate the homogeneity of 

numerical values available [10]. The standard deviation has the formula shown in equation 1, 

SD = √
Ʃ(𝑥−𝑥̅)2

𝑛
           (1) 

Where x = given value 

            𝑥̅ =  
Ʃ(𝑥)

𝑛
    

            n = total number of samples 

 

The dataset is divided into further subsets based on standard deviation and the process repeats itself 

recursively.  

 Linear Regression: It is an approach of supervised machine learning in which independent variables 

are focused on predicting the values. It is used for knowing the relationship between forecasting and 
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variables[11]. It finds a linear relationship between input and output, therefore the name is linear 

regression. The best fit line in this algorithm is represented in figure 5. The function for linear 

regression is explained in below equation 2 as,  

Y = 𝜃1 + 𝜃2. 𝑋                 (2) 

Where X = Input                                                                                

              Y = Output 

             𝜃1 = Intercept 

             𝜃2 = Coefficient of X 

 
Fig. 5. Linear Regression 

 

Once we have the best  𝜃1   𝜃2 , then it provides the best fit line for our problem. 

After finding the best fit line the model predicts the output Y and for this purpose cost function (J) is 

evaluated which is the Root Mean Squared Error (RMSE) between the predicted value and actual 

value [12]. Cost function (J) is calculated as in equation 3, 

J = 
1

𝑛
∑ (𝑝𝑟𝑒𝑑𝑖 − 𝑦𝑖)2𝑛

𝑖=1                     (3) 

And the motive is to minimise this error. 

 Logistic Regression:  It is a supervised learning classification that works with probability. It is used to 

predict the probability values of the dependent variable [13].  This model predicts P(X = 1) as a 

function of X. There are two types of logistic regression models: 

- Binary 

- Multi – Linear function  

The cost function used by logistic regression is known as the Sigmoid function or logistic function, 

mathematically it is given by equation 4 below and the logistic regression curve is shown in figure 6.  

The cost function limit is between 0 and 1 [14].  

F(x) = 
1

1+ 𝑒−(𝑥)                          (4) 

 

Fig. 6. Logistic Regression 
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The cost function in logistic regression is defined as: 

Cost(ℎ𝜃(𝑥), 𝑦) = {
−𝑙𝑜𝑔(ℎ𝜃 (𝑥))                 𝑖𝑓 𝑦 = 1

−𝑙𝑜𝑔(1 − ℎ𝜃(𝑥))             𝑖𝑓 𝑦 = 0
                       (5) 

 Random Forest: it is a supervised classification algorithm that is an ensemble learning model that 

uses a decision tree as its base model [15]. This model creates decision trees on the training dataset 

which forms a forest structure and prediction is done after it. This method is much more suitable for 

better results as it reduces the over-fitting problem [16]. Working of random forest model can be 

understood from the below steps: 

Step 1: Random samples are selected from the dataset. 

Step 2: For every sample, decision trees are created.  

Step 3: Voting is done for predicted results. 

Step 4: Most voted result is chosen as the final prediction result. 

This model is useful for handling missing values in the given data and helps to avoid the over-fitting 

problem. 

 

METHODOLOGY  
This paper works on the datasets of COVID-19 provided by the Kaggle repository and the Ministry of Health & 

Family Welfare. Anaconda Spyder is the platform used with Python 3.8 version for implementing all the results. 

This study analysed different datasets available to make predictions by various machine learning models. Fig. 7 

provides a flowchart of how the data has been pre-processed and how the results have been taken out. Step by 

step description of each step is provided below. 

Step 1: Various datasets have been collected from mentioned websites. 

Step 2: Each dataset has been analysed to give different results which are mentioned in previous sections of 

this paper. 

Step 3: The dataset file having 1836 records contains 25 attributes like Gender, Age-group, State/Union 

territory, Cured, deaths, Confirmed cases etc. is used as the base dataset for making predictions. 

Step 4: Data is splitted into training and testing sets in 75-25 ratio. 

Step 5: Different Machine Learning Models mentioned in this paper are fitted to predict the results. 

 

Fig. 7. Flow of Data 

In this paper, a feature selection mechanism has been used to reduce the number of input variables. It is useful 

to reduce the number of input variables which reduces the computational cost of modeling and also improves 

the performance of the model. In this paper, the author has used SelectKBest method for feature selection. This 

is a sklearn feature selection method provided by python which takes different parameters and attributes like 

“score”, “pvalue” etc.  

RESULTS AND CONCLUSION 
Below fig. 8 provides the results of experiments performed on the dataset in a histogram format. The results 

clearly showed that the Decision Tree regressor provided 99% accuracy in predicting which state/union territory 
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in India will have more cases and the answer provided was Delhi and Maharashtra with a tie. The decision tree 

and Random forest almost gave results near to each other. 

 

Fig. 8. Performance Evaluation of various machine learning models 

This paper tried to identify which areas the Indian Government should look after for a long time. This study can 

help in dealing with uncertainty that may occur in the future and can thus prove a life savior.  The entire world 

needs to understand the uncertainty of the future and should be ready with the resolutions of the same. COVID-

19 is not yet over. They need to learn the correct information so better precautions can be taken. This paper 

doesn’t look at all the aspects of varied datasets available for analysis but it is a step towards a better future. 

There is always room for improvement and here there is a big space. 
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