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Abstract : This paper projects a new multi-scale exposure fusion algorithm to merge differently exposed low dynamic range 

(LDR) images by using the weighted guided image filter (WGIF) to smooth the Gaussian pyramids of weight maps. In the fused 

image, the details in the brightest and darkest regions of the HDR scene are preserved better without any change in relative 

brightness. Also a new weighted structure tensor is considered to the differently exposed images for enhanced detail extraction 

according to the preference. The proposed multi-scale exposure fusion algorithm with filter is suitable for a simple single image 

brightening algorithm for both low-light imaging and back-light imaging. The proposed algorithm yields better images for human 

perception. The results are compared for various parameters and the proposed design is found to be a better choice of processing 

the Multi-Scale Exposure images fusion due to better parameter values of standard deviation and entropy. 

 

Index Terms - Dynamic Range, Entropy, Gaussian Pyramids, Multi-scale exposure fusion, Weight Maps. 

I. INTRODUCTION 

The image processing algorithms include various segmentation algorithms for low contrast images especially for 

early detection of abnormalities to help patients [1][2][3][4]. Identification of malignant nodules from the medical image is 

a critical task as the image may contain noise during the processing that can be unseen and also having similar intensities 

of unwanted tissue thickening [5][6]. The image dynamic range reflects the persons’ mental stability which might get 

affected and may further lead to chronic ailments due to persistent stress [7]. Denoising of images can be performed with 

suitable regularization terms by using non-local similarity features to improve the quality of reconstructed images [8].  

 

The hybrid decomposition to obtain high-quality tone mapped image [9] use edge-preserving and structural priors to 

remove the halo effects while preserving useful edges. The tools for integration of segmentation, extraction and 

classification of image scan are developed such as Hospital Information System (HIS) and Picture Archiving and 

Communication Systems (PACS) using digital entities to maintain medical examinations, images and statements [10]. 

Other techniques like Support Vector Machine [11], Convolutional neural networks (CNNs) [12][13], Artificial 

Intelligence [14] for feature extraction and classification [15][16][17][18]. 

 

With the latest developments like improved robustness and increased resolution of modern imaging sensors, cheaper 

fabrication cost enabled the use of multiple sensors common in a wide range of imaging applications. However, the 

subsequent processing of the gathered multi sensor information can be cumbersome since an increase in the number of 

sensors automatically leads to an increase in the raw amount of sensor data which needs to be stored and processed. This 

requires longer execution times or large computation costs i.e., the number of processing units and storage devices. In 

addition to these, images taken by human present overwhelming task for a single observer and may lead to a significant 

performance drop. By using a single composite representation which incorporates all relevant sensor data proves to be a 

better solution, called as image fusion [19]. 

 

Image fusion is the non trivial process of integrating complementary and redundant information from multiple images 

into one composite image that contains a ‘better’ description of the underlying scene than any of the individual source 

images could provide. As fusion uses the source images taken from different types of sensors having different dynamic 

range and resolution, the features extracted tend to exhibit complementary information or they may have a common 

information but with reversed contrast, which significantly complicates the fusion process.  
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Also as fusion approach is independent of a priori information about the inputs and produces a composite image that 

appears ‘natural’ to a human interpreter is highly desirable. The basic requirements of fusion algorithms are all relevant 

information in input images must be preserved, it should not introduce any artifacts or inconsistencies which can distract or 

mislead a human observer or any subsequent image processing task and it should be reliable, robust and tolerant of 

imperfections such as noise and misregistrations.  

 

The fusion algorithms may be applied to images taken from different sensors (multisensor fusion), taken at different 

times (multitemporal fusion), obtained using various focal lengths (multifocus fusion), taken from different viewpoints 

(multiview fusion) or captured under different exposure settings (multiexposure fusion). The application areas include 

military, remote sensing, medical science, industrial engineering, etc. 

 

II. EXISTING TECHNIQUES  

Image fusion techniques blend information present in different images into a single image [20]. In recent years, 

various fusion algorithms have been developed to combine substantial information from multiple input images into a 

single composite image.  

 

The principal motivation for image fusion is to extend the DOF, extend spatial and temporal coverage, to increase 

reliability, extend DR of the fused image and the compact representation of information. Imaging sensor records the time 

and space varying light intensity information reflected and emitted from object in a three-dimensional observed physical 

scene. However, the characteristics recorded from the incident radiations in the source images, such as exposure value, 

focusing, modality, and environmental conditions, often make fusion extremely challenging [21].  

 

The automated procedure of extracting all the meaningful details from the input images to a final fused image is the 

main motive of image fusion [22]. To facilitate image fusion, it may be necessary to align input images of the same scene 

captured at different times, or with different sensors, or with EV settings (called AEB), or from different viewpoint using 

local and global registration methods [23]. 

 

Normally it is assumed that the input images are captured with the help of tripod mounting. Hence, in general, image 

fusion approach expects point-by-point correspondence between different input exposures of a scene. From technical stand 

point, the fused image reveals all details present in the scene without introducing any artifacts or inconsistencies which 

would distract the human observer or subsequent image processing stages [24]. The Laplacian pyramid representation 

expresses an image as a sum of spatially band-passed images while retaining local spatial information in each band [25]. 

  

Another multi-resolution based fusion which employs gradient map of the input images to yield a fused image with 

true information [26]. This approach takes into account the horizontal and vertical gradient maps for producing fused 

gradient map for each orientation and resolution [27]. This gradient fusion approach utilizes Discrete Wavelet Transform 

(DWT) and Quadrature Mirror Filters (QMFs) in the reconstruction process. This approach was implemented for input 

data provided by multi-sensory arrays. Another multi-sensor data fusion technique which utilizes Total Variation (TV).  

 

In pixel-level approach, the TV semi-norm is used to solve the forward model and estimate the pixels of the fused. 

The input data set used in this approach is taken from Computed Tomography (CT) and Magnetic Resonance Imaging 

(MRI). Moreover, this algorithm was also applied to visible-band and infrared sensors as well as the aircraft navigation 

images. Image gradient orientation coherence model based fusion [28] provides the solution to handle strong highlights 

and remove self-reflections from flash and ambient images. This model seeks to utilize the properties of image gradients 

that remain invariant under the change of lighting that takes place between a flash and an ambient image.  

 

The support value computed from Mapped Least Squares Support Vector Machine (MLS-SVM) can be used as an 

indicator of salient features of image, which could be used for multi-sensory data fusion [29]. SVM is a recently proposed 

powerful tool for data classification and function estimation, and can be used for a variety of applications in image 

processing. This approach is based on the fact that, in SVMs [30], the data with larger support values have a physical 

meaning in the sense that they reveal relative more importance of the data points for contributing to the SVM model. In 

practice, in this approach, the SVM is used as multi-resolution transform, which directly provides the salient features of 

source image.  

 

After decomposing input images into the sequence of support value images and the low-frequency components, 

choose-max method is used to select salient features in the fused image. This approach was developed for multi-focus and 

multi-sensor image fusion.  

 

III. DETAIL ENHANCED FUSION 

A new multi-scale exposure fusion algorithm is first proposed using the WGIF in [28]. A fast detail extraction 

algorithm is then proposed to enhance the proposed multi-scale exposure fusion algorithm. The three quality measures 

Ci(p), Si(p), and Ei(p) measure contrast, color saturation, and well exposedness of pixel Zi(p), respectively. The contrast, 

Ci(p) is obtained by applying a Laplacian filter to the gray-scale version of each image. The color saturation, Si(p) is 

computed as the standard deviation within the R, G and B channel. The well exposedness, Ei(p) is obtained by applying a 
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Gauss curve to each channel separately and multiplying the results. Their product is denoted as Wi(p). The weight map is 

then constructed as 

 

𝑊𝑖(𝑝) =
𝑊𝑖̂(𝑝)

∑ 𝑊𝑗̂(𝑝)𝑁
𝑗=1

    (1) 

 

 

GfYig(l) and GfWig(l) are the Gaussian pyramids of luminance component Yi and weight map Wi, respectively. 

 

The WGIF based pyramid is then given as  

 

{𝑤𝑖̂}
(𝑙) = {𝑎̂𝑖}

(𝑖){𝑌𝑖}(𝑙) + {𝑏̂𝑖}
(𝑙)

; 1 ≤ 𝑙 ≤ 𝑘                                        (2) 

 

Let L{Zi,j} (l) be the Laplacian pyramid of component Zi,j. All the images Zi(1 ≤ i ≤ N) at the different pyramid levels 

are blended as 

 

𝐿{𝑍𝑗
𝑖𝑛𝑡}

(𝑙)
= ∑ ⌊𝐿{𝑍𝑖,𝑗}

(𝑙)
{𝑊𝑖}

(𝑙)⌋𝑁
𝑖=1 ; j∈ {𝑟, 𝑔, 𝑏}                                    (3) 

 

 

and the Laplacian pyramid L{𝑍𝑗
𝑖𝑛𝑡} (l) is collapsed to produce the intermediate image 𝑍𝑗

𝑖𝑛𝑡. The complexity of the 

proposed exposure fusion algorithm is O(NM) for N differently exposed images with M pixels. 

 

The luminance components of the LDR images Zi(1 ≤ i ≤ N) and the intermediate image Zint in log domain are 

computed as  

 

        (4) 

 

The two weights Wˆx,i(p) and Wˆy,i(p) are defined as 

  (5) 

  (6) 

 

where pr and pb are the right and bottom pixels of the pixel p, and f(z) is defined as 

   (7) 

 

The weighted gradients of all the LDR images Zi(1 ≤ i ≤ N) at the pixel p are then given by the following matrix: 

  (8) 

The weights of pixels of different source images are first estimated, and then refined by recursive filtering with the 

corresponding source image serving as the reference image. Finally, the fused image is constructed by weighted sum of 

source images.  

 

When fusing images in static scenes without motion objects, two image features i.e., local contrast and brightness 

should be considered for weight estimation. The local contrast of each pixel is calculated as follows:   

𝐴𝑛 = 𝐼𝑛̂(𝑥, 𝑦) ∗ ℎ(𝑥, 𝑦)                                       (9) 

 

When fusing images in dynamic scenes which contain motion objects, as well as the local contrast and brightness 

feature, the influence of motion objects should also be considered for weight estimation. Through measuring the color 

dissimilarity between pixels of source images and pixels of the scene’s static background, a novel histogram equalization 

and median filter based motion detection method is proposed. The temporal median filter has been widely used for motion. 

detection in video applications. It is based on the assumption that motion objects usually appear less times than pixels from 

the static background. Here, the temporal median filter is used to obtain the scene’s static background image so that the 

motion objects of each image can be easily detected by calculating the color dissimilarity between each histogram 

equalized image and the scene’s static background image.  

 

In order to preserve image details and remove influences of under-exposed pixels, over-exposed pixels, and pixels 

from motion objects, the three image features i.e., local contrast, brightness, and color dissimilarity should be combined 
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together for weight estimation. The straightforward way to this objective is by multiplication. However, the pixels of the 

same location of different LDR images may be all labeled as under-exposed, over-exposed or motion objects, and this is 

unreasonable especially when these pixels appear in a large number. To solve this problem, the brightness feature and 

color dissimilarity feature are first combined together by multiplication:  

 

The weights estimated above are noisy and hard (most weights are either 0 or 1). So the weight maps should be 

refined for weighted sum based image fusion. This is possible due to the recently proposed recursive filter [14], which is a 

real-time edge-preserving smoothing filter. Here, recursive filtering is performed on the weight maps ˆWn with the 

corresponding source image n I serving as the reference image. 

𝑊𝑛 = 𝑅(𝑤𝑛̂, 𝐼𝑛)         (10) 

where R denotes the recursive filtering operation.  

 

The weight map refinement step with recursive filter is based on two simple assumptions: first, pixels from the same 

objects which have similar image color should have similar weights; second, smooth weights are preferred since it will not 

introduce seam artifacts in the resulting fused image. Furthermore, to reduce the computing and memory consumption, all 

the weight maps can be computed at a half resolution of the original image size and then up-sampled to the original size 

for image fusion. This acceleration scheme has little influence to the performance of the proposed method. 

 

IV. RESULTS AND DISCUSSION 
 

The algorithms are compared using two parameters i.e., Entropy and Standard Deviation. The entropy (E) is defined 

as the measure of the overall information content of the given signal or data. It uses the probability density function of the 

signal in order to measure its randomness. High entropy denotes high randomness, and it shows that the information 

content of the signal is rich. In image fusion, entropy is used to measure the salient features in the fused image. The larger 

entropy means that the fused image contains more information and implies better image fusion. The formulation of E is 

given by 

𝐸 = − ∑ ℎ𝐼𝑓
(𝑧) log2 ℎ𝐼𝑓

(𝑧)𝐿
𝑧=0     (11) 

 

The Standard Deviation (SD) considers the histogram of the fused image and evaluates the fused image with respect 

to the width of its histogram. In image fusion, a larger SD means better image fusion. The formulation of SD is given by 

 

𝑆𝐷 = √∑ (𝑍 − 𝑍̅)2𝐿
𝑧=0 ℎ𝐼𝑓

(𝑧)     (12) 

 

where 

𝑍̅ = ∑ 𝑍ℎ𝐼𝑓
(𝑧)𝐿

𝑍=0      (13) 

 

Where ℎ𝐼𝑓
(𝑧)  is the normalized histogram of the fused image, If(x,y), and L is the number of bins in the histogram.  

Figure 1 shows the input images of Tree Scenary with varying brightness as a series of seven images. 

 

 
 

Figure 1: Input Images of Tree Scenary 
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Figure 2 shows the input images of Garage with varying brightness as a series of six images.  

 

 
Figure 2: Input Images of Garage 

 

 Figure 3 shows the input images of Forest Sequence with varying brightness as a series of four images. 

 
Figure 3: Input Images of Forrest Sequence 

 

Figure 4 shows the processed images of Tree Scenary with and without contrast enhancement by using varied 

brightness for a series of seven images. and Multi-Scale Exposure Fusion Algorithm. 

 

 
Figure 4: Multi-Scale Exposure of Tree Scenary without and with contrast enhancement 

  

Figure 5 shows the processed images of Garage with and without contrast enhancement by using varied brightness 

for a series of six images. and Multi-Scale Exposure Fusion Algorithm. 

 

 
Figure 5: Multi-Scale Exposure of Garage without and with contrast enhancement 

 

 Figure 6 shows the processed images of Forest Sequence with and without contrast enhancement by using varied 

brightness for a series of four images. and Multi-Scale Exposure Fusion Algorithm. 

 

 
Figure 6: Multi-Scale Exposure of Forrest Sequence without and with contrast enhancement 
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Figure 7 shows the processed images of Tree scenary with and without contrast enhancement by using varied 

brightness for a series of seven images and Fast Multi-Scale Exposure Fusion using Median and Recursive Filters 

Algorithm. 

 

 
Figure 7: FMMR of Tree Scenary without and with contrast enhancement 

  

Figure 8 shows the processed images of Garage with and without contrast enhancement by using varied brightness 

for a series of seven images and Fast Multi-Scale Exposure Fusion using Median and Recursive Filters Algorithm. 

 

 
Figure 8: FMMR of Garage without and with contrast enhancement 

  

Figure 9 shows the processed images of Forrest Sequence with and without contrast enhancement by using varied 

brightness for a series of seven images and Fast Multi-Scale Exposure Fusion using Median and Recursive Filters 

Algorithm. 

 

 
Figure 9: FMMR of Forrest Sequence without and with contrast enhancement 

 

Figure 10 shows the processed images of Tree Scenary by using varied brightness for a series of seven images and a 

simple Exposure based Fusion Algorithm (which doesn't require any contrast enhancement of images). 

 

 
Figure 10: Exposure Fusion of Tree Scenary 

  

Figure 11 shows the processed images of Garage by using varied brightness for a series of six images and a simple 

Exposure based Fusion Algorithm. 

 

 
Figure 11: Exposure Fusion of Garage 
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Figure 12 shows the processed images of Forest Sequence by using varied brightness for a series of four images and 

a simple Exposure based Fusion Algorithm 

 

 
Figure 12: Exposure Fusion of Forrest Sequence 

  

Table 1 shows the comparison results of Multi-Scale Exposure of different images without and with Contrast 

Enhancement. The Algorithm is evaluated by using the parameters like Entropy and Standard Deviation.  

 

As the details show that the images with contrast enhancement yield good value of the parameters, the Multi-Scale 

Exposure Algorithm when used with contrast enhancement yields better images for human perception. 

 

Table 1: Comparative Results of Multi-Scale Exposure  

 

Designs Entropy  Standard 

Deviation 

Tree Scenary Without Contrast Enhancement 6.4773  0.7037 

Tree Scenary With Contrast Enhancement 6.5433  0.7977 

Garage Without Contrast Enhancement 7.1730  0.2625 

Garage With Contrast Enhancement 7.2355  0.2975 

Forrest Sequence Without Contrast Enhancement 6.7475  0.1485 

Forrest Sequence With Contrast Enhancement 6.9182 0.1683 

 

 Table 2 shows the comparison results of Fast Multi-Scale Exposure Fusion using Median and Recursive Filters 

Algorithm for different images without and with Contrast Enhancement for the parameters like Entropy and Standard 

Deviation.  

 

As the details show that the images with contrast enhancement yield good value of the parameters, the FMMR 

Algorithm when used with contrast enhancement yields better images for human perception. 

 

Table 2: Comparative Results of FMMR  

 

Designs Entropy  Standard 

Deviation 

Tree Scenary Without Contrast Enhancement 7.6091  0.2447 

Tree Scenary With Contrast Enhancement 7.6729  0.2773 

Garage Without Contrast Enhancement 7.6030  0.2283 

Garage With Contrast Enhancement 7.5516 0.2518 

Forrest Sequence Without Contrast Enhancement 7.4911  0.1948 

Forrest Sequence With Contrast Enhancement 7.5991  0.2209 

 

 Table 3 shows the comparison results of existing and proposed Multi-Scale Exposure Fusion algorithms for different 

images without and with Contrast Enhancement for the parameters like Entropy and Standard Deviation. As the details 

show that the images with FMMR or Exposure fusion yield better values of the parameters than the existing Multi-Scale 

Exposure Fusion Algorithm. 

 

Table 3: Comparative Results of Existing and Proposed Algorithms 

 

Designs Entropy Standard Deviation 

FMMR 

Tree Scenary 7.6729 0.2773 

Garage 7.5516 0.2518 

Forrest Sequence 7.5991 0.2209 

MULTI-SCALE EXPOSURE 

Tree Scenary 6.5433 0.7977 

Garage 7.2355 0.2975 

Forrest sequence 6.9182 0.1683 
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EXPOSURE FUSION 

Tree Scenary 7.6300 0.3354 

Garage 7.5791 0.2610 

Forrest sequence 7.6647 0.2113 

 

V. CONCLUSION 

 
The Multi-scale exposure fusion is an effective image enhancement technique for a high dynamic range (HDR) scene 

with varying lighting conditions. In this project, a new multi-scale exposure fusion algorithm is proposed to merge 

differently exposed low dynamic range (LDR) images by using the weighted guided image filter (WGIF) to smooth the 

Gaussian pyramids of weight maps for all the LDR images. The details in the brightest and darkest regions of the HDR 

scene are preserved better by the proposed algorithm without any relative brightness change in the fused image. In 

addition, a new weighted structure tensor is introduced to the differently exposed images and it is adopted to design a 

detail extraction component for the proposed fusion algorithm such that users are allowed to manipulate fine details in the 

enhanced image according to their preference. The proposed multi-scale exposure fusion algorithm with filter is also 

applied to design a simple single image brightening algorithm for both low-light imaging and back-light imaging. The 

proposed design yields better images for human perception. The results are compared for various parameters and the 

proposed design is found to be a better choice of processing the Multi-Scale Exposure images fusion due to better 

parameter values of standard deviation and entropy of algorithm. 
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