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ABSTRACT 

This project aims to provide a web platform to predict the occurrences of disease on the basis of various symptoms. The user can 

select various symptoms and can find the diseases and consult to the doctor online. The early-stage prediction of a disease based on 
the symptoms becomes difficult for the patient alone. The information available online may always not be correct and may lead to 

tension and unnecessary panic. To avoid this people should look for their health-related queries on the right place. Thus, to make it 

easier for people to predict the right disease, development of a machine learning based system has become important. The system 

collects the symptoms from the user and predicts the correct disease. This will help people to recognize the disease at an earlier stage 

and take the further decision based on it. We use QUT disease dataset for training as well as testing purpose. We use machine learning 

algorithms such as Naive Bayes theorem for binary classification and random forest for predicting the disease. We use Django 

framework to provide a dynamic interface. 
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1 INTRODUCTION 
Disease prognosis by symptoms using machine learning is a rapidly growing field that can help doctors and healthcare professionals 

make more accurate diagnoses and provide personalized treatment plans for patients. With the help of advanced artificial intelligence 

algorithms and machine learning techniques, healthcare professionals can leverage vast amounts of data to improve disease prediction 

and early detection, which can lead to better outcomes for patients. 

Machine learning models can analyze large datasets of patient symptoms, medical histories, and other clinical data to identify patterns 

and predict the likelihood of various disease or conditions. These models can also take into account individual patient characteristics 

such as age, gender, and medical history to provide personalized disease prognosis and treatment recommendations. 

2.1 FEASIBILITY STUDY 

Feasibility study for disease prognosis by symptoms using machine learning involves analyzing the features of a patient's symptoms and 

predicting the likelihood of specific diseases using machine learning algorithms. The study would involve collecting a large dataset of 

symptoms and corresponding disease diagnoses from medical records, clinical trials, and relevant literature. This data would then be 

curated to ensure that it is of high quality, relevant, and comprehensive. 

2.1.1Economical Feasibility 

The economical feasibility of using machine learning for disease prognosis by symptoms depends on several factors, such as the 

availability of high-quality data, the cost of collecting, storing and processing the data, and the scalability of the machine learning 

models. Here are some key considerations: 

1. Data availability: One of the critical factors that influence the feasibility of using machine learning for disease prognosis is the 

availability of high-quality data. Without sufficient data that accurately captures the symptoms and outcomes of people with 

different diseases, machine learning models cannot learn to predict disease prognosis accurately. If data is not readily available, 

then the cost of data collection and aggregation can be a significant deterrent. 

2. Cost of data processing: Machine learning models require vast amounts of data to train effectively. The cost of collecting, storing, 

and processing this data can be prohibitively high, particularly in low-resource settings. However, recent advancements in data 

storage, cloud computing, and machine learning algorithms have significantly reduced the cost of processing data, making it more 

accessible to healthcare providers. 

 

2.1.2 Technical Feasibility 

It is important to note that technical feasibility is just one aspect of the overall feasibility study. Factors such as ethical considerations, 

legal compliance, cost-effectiveness, and acceptance from medical professionals and patients are equally important in determining the 

overall feasibility of a disease prognosis system using machine learning.  

 

2.1.3 Social Feasibility 

   Engaging stakeholders, conducting user studies, and soliciting feedback from patients and healthcare professionals during the 

development and implementation process can help identify and address potential social concerns. Collaborating with healthcare 
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organizations, regulatory bodies, and patient advocacy groups can also provide valuable insights and help ensure the social feasibility 

of a disease prognosis system using machine learning. 

2.2EXISTING SYSTEM 

Machine learning can prove to be valuable in disease prognosis by symptoms by identifying patterns and relationships between 

symptoms and diseases. The existing system for disease prognosis by symptoms using machine learning involves four main steps: 1. 

Data collection: This involves gathering and organizing a vast amount of data on the symptoms of various diseases. 2. Data preparation: 

Once the data is collected, it must be cleaned and prepared for analysis. This can involve removing duplicates, correcting errors, and 

standardizing variables. 3. Model training: This step involves feeding the prepared data into a machine learning model and training it to 

recognize patterns and make accurate predictions. 4. Prediction and evaluation: After the model is trained and optimized, it can be used 

to predict the prognosis of a patient based on their reported symptoms. 

 

2.3PROPOSED SYSTEM 

The proposed system for disease prognosis by symptoms using machine learning has the potential to revolutionize the healthcare industry 

by enabling early and accurate disease diagnosis and treatment. By leveraging machine learning algorithms, the system can provide 

personalized and accurate predictions based on the patient's symptoms, medical history, and other relevant data. 

 

3SPECIFICATION 

3.1HARDWARE REQUIREMENTS  

1. System  : Pentium IV 2.4 GHz. 

2. Hard Disk         : 40 GB. 

3. Floppy Drive  : 1.44 Mb. 

4. Monitor  : 15 VGA Colour. 

5. Mouse  : Logitech. 

6. Ram  : 512 Mb.  
       7.Intel i3 processor(or higher)  
 

3.2SOFTWARE REQUIREMENTS 

 

1. Operating system  :     Windows 7. 

2. Frontend                  :     HTML, CSS, JAVASCRIPT, JQUERY. 

3. Backend                   :     Django(python based web framework). 

4. Database                   :     PostgreSQL. 

5. Tools                         :      PgMyadmin, Orange. 

4.1CODING LANGUAGE 

4.1.1PYTHON: 

Python is an interpreted, high-level, general-purpose programming language. It was developed in the late 1980s by Guido van 

Rossum,and it was first released in 1991. Python is designed to be easy to read and write, with a syntax that emphasizes code readability. 

It supports multiple programming paradigms, including procedural, object-oriented, and functional programming styles. Python isoften 

used in various fields like web development, scientific computing, data analysis, artificial intelligence, and machine learning, among 

others. 

 

Python has a large standard library that provides support for various tasks such as string processing, operating system interfaces, internet 

protocols, and more. Additionally, Python has a large and active community that contributes to its development and provides libraries 

and frameworks for various applications. 

 

Python is also known for its simplicity, elegance, and readability, and it is considered an excellent choice for beginners in programming. 

Its ease of use and readability make it popular among data scientists, web developers, and other professionals who need to work with 

large amounts of data. 

 

Overall, Python's versatility, simplicity, and extensive library support make it a powerful and widely used programming language. 

 
Django: Django is a Python-based web framework that allows you to quickly create efficient web applications.  

 It is also called batteries included framework because Django provides built-in features for everything including  

Django Admin Interface, default database – SQLlite3, etc. When you’re building a website, you always need  

a similar set of components: a way to handle user authentication (signing up, signing in, signing out),  

a management panel for your website, forms, a way to upload files, etc.  

Django gives you ready-made components to use and that too for rapid development. 

 

 

 

http://www.jetir.org/


© 2023 JETIR June 2023, Volume 10, Issue 6                                                                 www.jetir.org (ISSN-2349-5162) 

JETIR2306752 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org h401 

  

4.2DEVELOPMENT TOOLS 

4.2.1PgMyadmin: 

PgMyAdmin is the leading opensource management tool for PostgreSQL, the world's most advanced open source database. 

pgMyAdmin 4 is designed to meet the needs of both novice and experienced Postgres users alike, providing a powerful 

graphical interface that simplifies the creation, maintenance, and use of database objects. 

4.3FRONTEND TOOLS 

4.3.1HTML 

The Hyper Text Markup Language or HTML[11] is the standard markup language for documents designed to be displayed in a web 

browser. It is often assisted by technologies such as Cascading Style Sheets (CSS) and scripting languages such as Java Script .Web 

browsers receive HTML documents from a web server or from local storage and render the documents into multimedia web pages. 

HTML describes the structure of a web page semantically and originally included cues for its appearance. 

                            In 1980, physicist Tim Berners-Lee, a contractor at CERN, proposed and prototyped ENQUIRE, a system for CERN 

researchers to use and share documents. In 1989, Berners-Lee wrote a memo proposing an Internet-based hypertext system. Berners-

Lee specified HTML and wrote the browser and server software in late 1990. That year, Berners-Lee and CERN data 

systems engineer Robert Cailliau collaborated on a joint request for funding, but the project was not formally adopted by CERN. In his 

personal notes of 1990, Berners-Lee listed "some of the many areas in which hypertext is used"; an encyclopaedia is the first entry 

4.3.2JSP 

Jakarta Server Pages[12] (JSP; formerly Java Server Pages) is a collection of technologies that helps software 

developers create dynamically generated web pages based on HTML, XML, SOAP, or other document types. Released in 1999 by Sun 

Microsystems, JSP is similar to PHP and ASP, but uses the Java programming language. 

             JSP allows Java code and certain predefined actions to be interleaved with static web mark-up content, such as HTML. The 

resulting page is compiled and executed on the server to deliver a document. The compiled pages, as well as any dependent Java libraries, 
contain Java byte code rather than machine code. Like any other .jar or Java program, code must be executed within a Java virtual 

machine (JVM) that interacts with the server's host operating system to provide an abstract, platform-neutral environment. 

 

 
 

4.3.3CSS 

Cascading Style Sheets (CSS)[13] is a style sheet language used for describing the presentation of a document written in a markup 

language such as HTML or XML (including XML dialects such as SVG, MathML or XHTML). CSS is a cornerstone technology of 

the World Wide Web, alongside HTML and JavaScript. 

          CSS is designed to enable the separation of content and presentation, including layout, colours, and fonts. This separation can 

improve content accessibility; provide more flexibility and control in the specification of presentation characteristics; enable 

multiple web pages to share formatting by specifying the relevant CSS in a separate .css file, which reduces complexity and repetition 

in the structural content; and enable the .css file to be cached to improve the page load speed between the pages that share the file and 

its formatting. 

                                     Separation of formatting and content also makes it feasible to present the same markup page in different styles 

for different rendering methods, such as on-screen, in print, by voice (via speech-based browser or screen reader), and on Braille-

based tactile devices. CSS also has rules for alternate formatting if the content is accessed on a mobile device. 

             

5.1MODULE DESCRIPTION 

 

5.1.1 Gathering the Data: 

Data preparation is the primary step for any machine learning problem. We will be using a dataset from Kaggle for this problem. This 
dataset consists of two CSV files one for training and one for testing. 
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5.1.2 Cleaning the Data: 

Cleaning is the most important step in a machine learning project. The quality of our data determines the quality of our machine 

learning model. So it is always necessary to clean the data before feeding it to the model for training. In our dataset all the columns 

are numerical, the target column 
i.e. prognosis is a string type and is encoded to numerical form using a label encoder. 

5.1.3 Model Building: 

After gathering and cleaning the data, the data is ready and can be used to train a machine learning model. We will be using this 

cleaned data to train the Naive Bayes Classifier, and Random Forest Classifier. 

 5.1.4 Inference: After training the three models we will be predicting the disease for the input symptoms by combining the 

predictions of the models. This will makes our overall prediction more robust and accurate. The interface will be created using the 

frontend stack tools. 

5.1.5 Data Storage: 

We use PostgreSQL as a database which is a free and open-source relational database management system. This will be 

maintained by the admin. 

 

 

 

 

6.1ARCHITECTURE 

6.1.1System Architecture 

 

 
 

 

 

7.1UML DIAGRAMS 

              Unified Modelling Language is known as UML . A general-purpose modelling language with standards, UML is used in the 

field of object-oriented software engineering. The Object Management Group oversees and developed the standard.  

The objective is for UML to establish itself as a standard language for modelling object-oriented computer programmes. UML now 

consists of a meta-model and a notation as its two main parts. In the future, UML might also be coupled with or added to in the form of 

a method or process. The Unified Modelling Language is a standard language for business modelling, non-software systems, and 

describing, visualising, building, and documenting the artefacts of software systems. 

   

There are several types of UML diagrams that can be used to model disease prognosis by symptoms: 

Use Case diagram: This diagram can be usedto represent the different actors, such as doctors or patients, and how they interact with 

the system. The primary use case would be disease prognosis, and the primary actor would be the doctor. The diagram would illustrate 

the different steps involved in the prognosis process2. Activity diagram: This diagram can be used to model the different activities or 
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steps involved in the disease prognosis process. The activities could include symptoms assessment, analysis, diagnosis, treatment and 

follow up. 

Class diagram: This diagram can be used to represent the different classes involved in the disease prognosis process, including 

symptoms, diseases, medical tests, and treatments. It can help to depict the relationships between the different classes, such as the 

hierarchical structure of diseases or the association of specific symptoms with certain diseases. 

Sequence diagram: This diagram can be used to illustrate the interactions between different system components or classes during the 

disease prognosis process. It can show the different steps involved in the diagnosis and treatment process, including the role of medical 

tests and the decisions made by doctors based on the symptoms. 

State chart diagram: This diagram can be used to model the different states and transitions involved in the disease prognosis process. 

For example, a state chart diagram could illustrate the different stages of a disease  and how the treatment approach would change over 

time. 

7.2Relationships in UML 

There are four kinds of relationships in the UML: 

•Dependency 

•Association 

•Generalization 

•Realization 

A dependency is a semantic relationship between two things in which a change to one thing may affect the semantics of the otherthing 

(the dependent thing) 

 

Figure7.2: Dependencies 

An association is a structural relationship that describes a set links, a link being a connection among objects. Aggregation is a special 

kind of association,  representing   astructural relationship[14] between a whole and its parts. 

 
Figure7.2.1: Association 

 

A generalization is a specialization/ generalization relationship in which objects of the specialized element (the child) are substitutable 

for objects of the generalized element (the parent). 

          

Figure7.2.2: Generalization 

 

A realization is a semantic relationship between classifiers, where in one classifier specifies a contract that another classifier guarantees 

to carry out. 

                                                                    

Figure7.2.3: Realization 

 

8.1SYSTEM IMPLEMENTATION 

      Systems implementation is the process of: 
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9.1 TESTING 

Testing is done to look for mistakes. Testing is the process of looking for any flaws or weaknesses in a piece of work. It offers a means 

of examining the operation of parts, subassemblies, assemblies, and/or a finished product. It is the process of testing software [18] to make 

sure that it satisfies user expectations and meets requirements without failing in an unacceptable way. Different test types exist. Every 

test type responds to a certain testing requirement. 

 

9.1.1 Classification: This is a type of testing technique that involves identifying and categorizing a patient's symptoms to 

help predict the likelihood of a particular illness. Machine learning algorithms can be trained on large datasets of symptoms 

and known diagnoses to accurately predict the probability of a certain disease based on a patient's symptoms. 

 

 Regression: Another type of testing technique involves using regression analysis to correlate a patient's symptomswith disease 

prognosis. Regression models can be trained on a large dataset of patient information to identify patterns and relationships between 

symptoms and disease outcomes. The model can then use this information to predict disease prognosis based on a patient's symptoms. 

Clustering: Clustering is a technique that involves grouping patients with similar symptoms and disease prognosis together. This type 

of testing can help identify trends and patterns in patient data. Machine learning algorithms can be trained to cluster patients based on 

factors such as age, gender, and symptoms, allowing doctors to more accurately predict disease prognosis and tailor treatment plans 

accordingly. 

 

Decision trees: Decision trees are a type of machine learning algorithm that can be used to predict disease prognosis based on a patient's 

symptoms. Decision trees work by creating a series of yes/no questions based on a patient's symptoms, with each answer leading to a 

new question until a definitive diagnosis is reached. This type of testing can be particularly useful for complex diseases with multiple 

potential diagnoses. 

 

Overall, machine learning has the potential to revolutionize disease prognosis by allowing doctors to analyze large amounts of patient 

data and quickly identify patterns and trends. By combining machine learning with traditional diagnostic techniques, doctors can provide 

more accurate diagnoses and better patient outcomes. 
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The disease prediction method has three users: a doctor, a patient, and an administrator. The system authenticates each of 

the system's users 

Login as Patient - 

 

 
 

 

 

 If the patient and a doctor is a new user, they have to register using signup form. 
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Patient UI - 

 
Check Disease Entering Symptoms -  

 

 
 

Patients after signing in will be prompted to a screen where they can see their profile, they can enter the symptoms faced and can get 

the disease from the trained model and can consult a specialist doctor and can chat with them. 
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Predictions - 

 
 

 

 

Consult a Doctor - 
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Consultation UI- 

 
 

Consultation history – (Doctor) 

 
 

 

 

 

 

10.1. CONCLUSION 

In conclusion, utilizing machine learning algorithms for disease prognosis by symptoms has shown promising results in improving 

accuracy, reducing error rates, and enhancing the efficiency of the diagnosis process. This approach enables healthcare professionals to 

make more accurate and effective decisions in treating patients. By analyzing large datasets and correlations between symptoms and 

diseases, machine learning can help identify disease patterns and predict potential risks. 
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