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Abstract: Medical diagnosis is growing filed in today’s era.  One of popular infectious diseases in the world is Malaria which is spread 

through Plasmodium parasites. Lack of availability of Malaria diagnostic facilities, efficient technology is required for that.  Recent deep 

learning algorithms are used to solve any image classification problems with highest accuracy in less amount of time. The datasets for 

malaria disease detection are downloaded from kaggle which made up of large number of infected and uninfected images. Two deep 

learning models namely VGG 19 pre-trained model and Own CNN model are applied to detect malaria disease. Deep convolution neural 

network Training model will train hundreds of images and if user enter some unseen image then prediction model will detect disease. 

These two methods classify images into training and testing images, then apply model algorithm and then do analysis to find out accuracy 

of model. In the analysis part image acquisition means it will take an image from your device and give it to the two different CNN model 

for the image processing part. Model has large set of data for identification of result. Own CNN model was already trained with the 

hundreds of images, so it will predict that whether the person is infected with disease or not, Using only input as an image. Outcome of 

CNN model give better accuracy then VGG 19 pretrained model. 
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1. Introduction 

 As per current World malaria report,   241 million cases in 2020 & 227 million cases in 2019 so huge number of cases are rising day to 

day [1].  Malaria death report indicates that 69000 deaths were in 2019 which will increase in 2020 with 627000 cases [1]. Spreading of 

Malaria due to mosquito bite infected person and noninfected person bite by infected mosquito. Malaria disease starts to enter with 

bloodstream of person and reach to their liver. When this infection becomes mature, it leaves liver and red blood cell infected by it.   

 

Figure 1: Malaria Transmission Cycle [13] 

Researchers mention various  conventional diagnostic tools &techniques for examination of Malaria disease like  microscopy test 

[2,3,5,7,9,10,12] ,rapid diagnostic test (RDT)[3,4,5,6,7,8,9,12] , Plasmodium species-specific (PCR)[10] and many more. Clinical 

diagnosis processes depend on laboratory human specialization so sometimes examinations of disease give inaccurate results [11].  

Traditional method to diagnosis for malaria is to take blood samples of patient, put it into a slide and use of microscope to calculate 
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infected RBC count [12]. Traditional methods apply to diagnosis of disease are very slow and it takes more time. Now a day, researchers 

have developed various deep learning models to identify and classification of infected malaria images from whole datasets [11].   

This research paper highlights datasets of malaria disease infected and non infected images which gather from kaggle online datasets. Then 

it identify that input image of malaria is infected or not infected using two deep learning model namely VGG pretrained model and own 

creation of CNN model. Then after analysis of both models have performed.  

2.  Datasets Description 

Malaria disease datasets are gathered from online data resource kaggle which is open-sourced.  These datasets are made up of two types of 

images which are parasitized and uninfected. These images are in PNG format. All datasets images are resized with 64 x 64 pixels to speed 

up processing and analysis. Figure 2.1 and 2.2 are samples of Malaria disease for uninfected and parasitized. Datasets contain training and 

testing images. We have taken 13870 parasitized and 13870 uninfected training images & 91 parasitized and 43 uninfected testing images 

for disease analysis.  Table 2.1 shows datasets summary for disease detection. 

 

Figure 2.1 Uninfected Malaria RBC Image 

 

Figure 2.2 Infected Malaria RBC Image 

 Table 2.1 Malaria disease datasets summary 
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3.  Methodologies to detect Malaria Disease Detection 

Convolution Neural Network is model of deep learning which type of Artificial Neural Network is. Application of CNN are used mostly 

for problems of Image classifications, Image recognition etc [21][22]. Here we used two different CNN models namely pretrained model – 

VGG 19 and new creation of CNN model to recognition of Malaria disease. For that, publicly available datasets of Malaria diseases is 

used. Steps to identify disease are described in figure 3.1.  

 

Figure 3.1   Steps for Malaria Disease detection 

 

 

As per above diagram, The input image is applied to first pre-processing stage which is removed unnecessary noise from RGB cell image 

and also convert all different input image size into same 64x64 image size.  Then we apply to two different convolution neural networks 

namely VGG 19 and new CNN model to identify malaria disease detection and also do analysis of these two models. Final output of deep 

learning models is the classified label as infected and non-infected. 

3.1 Preprocessing stage 

First step based on figure 3.1 is preprocessing which takes malaria images as input. These images sizes are required to resize with same 

size as all inputs contain different image sizes. [17][18]. so each and every images converted into with 64 x 64 pixels. Then it given to 

deep learning model. 

3.2   VGG 19 Model 

VGG model takes input images with size 224*224 RGB image.  It applies to preprocessing layers convert all images into 224*224 pixel 

size. VGG19 consists of 19 weight layers which have 16 convolution layers, 3 fully connected layers, 5 MaxPool layers and 1 SoftMax 

layer. Figure 3.2 consist of VGG 19 architecture.  
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As per above network architecture, 16 convolution layers are used. In which , first two convolution layer CON1_1 and CON1_2 apply 

with 64 filters with 3*3 filter size with stride of 1 are used.  Next, two convolution layer CON2_1 and CON2_2 apply with 128 filters with 

3*3 filter size with stride of 1 are used. Then 4 convolution layers CON3_1, CON3_2, CON3_3 and CON3_4 are applied with 256 filters 

with 3* 3 and stride 1. Then again 4 convolution layers CON4_1, CON4_2 and  CON4_3 and  CON4_4 with 512 filters with 3*3 and 

stride 1 and finally 4 convolution layers CON5_1,CON5_2, CON5_3 and CON5_4 with 512 filters with 3*3 and stride 1. As per above 

diagram, five maxpooling layers with size 2*2 and 3 fully connected layers with size 4096 are used. 

3.2 Convolution Neural Network (CNN) Model  

CNNs contain a combination of layers which transform an image into output the model can understand. In neural networks, Convolution 

neural network is one of the main categories to do images recognition, images classifications. Object’s detections, recognition faces etc., are 

some of the areas where CNNs are widely used [14-18]. 

Technically, deep learning CNN models to train and test, each input image will pass it through a series of convolution layers with filters 

(Kernals), Pooling, fully connected layers (FC) and apply Softmax function to classify an object with probabilistic values between 0 and 1. 

Convolution layer is explained in figure 3.2.1. In the below  figure two matrixes are there one matrix 5*5 is the input matrix and another 

3*3 matrix is filter which is applied in every convolution neural network. In one convolution neural network filters are used for recognize 

or identify every single activity in the image.  

 

 

Fig 3.2.1 Input image 5 x5  convolve Operation with 3x3 filter matrix 
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In the malaria tissue image, there is also lots of different identification so using that different identity the decision can be making. So 

basically, to classify one image into multiple images to identify the accurate image the filters are used.  

So basically, different filters are used to identify the different activity, like identify the horizontal line, vertical line, circle, triangle and 

many more things. So how many filters are used in convolution neural network is defined within the VGG19 model. We have used pre-

trained model so filters are defined within a model.  

 

Figure 3.2.2. Disease image after apply filters 

You can see in above image if we apply multiple filters to disease one image then how it will identify multiple things and convert it into 

multiple pixels. 

 

Figure 3.2.3 Convolved operation output 

Image will convert in multiple images like we can see in above image one image will convert in stain precipitation, Debris, Gametocyte, 

Trophozoite, White Blood Cells, Parasite Outside Cell, Schizont, Ring. So all this will come from applying filters on the one image.  

Max pooling operation functionality is shown in figure 3.2.4. This operation show both types of pooling operations namely max pooling 

and average pooling which apply to convolved feature matrix [21][22] .   

 

Figure 3.2.4 MaxPooling Operation 

We can see in above figure that there is an input feature image we are going to max pooling that image. So, there is a 4*4 convolved 

matrix of image and we are using 2*2 max pooling matrix. 

First, we take a 2*2 matrix from the convolved 4*4 matrix values are 0, 255, 255, 0 shown in yellow color from this value we select 

maximum value, so here 255 is maximum so we take it and put it in our max polling 2*2 matrix. Again, take another 2*2 matrix from 
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convolved 4*4 matrixes shown in red color and find maximum value and put it in the max pooling 2*2 matrix. So, repeat this process until 

max pooling matrix will fill completely. Outcome of pooling layer is to generate number of features which reduction in size 

Fully Connected layer, Flatten and Softmax layer (Classification): 

Flatten take input from pooling layers and convert feature vector into single vector which will become input for fully connected layer [14-

18]. Flatten operation shown in following figure 3.2.4 which converts 4*4 matrixes into single vector. Fully Connected Layer (also known 

as Hidden Layer) is the last layer in the convolution neural network. This layer is a combination of Affine function and Non-Linear 

function. Fully connected layer is also known as Hidden layer. 

Multiple such layers can added based on depth for classification purpose. Then final output receive from fully connected layer is given to 

softmax or sigmoid function for final classification. The combination of Flatten Layer with Fully Connected Layer and Softmax Layer 

used for Classification of Deep Neural Network[21][22].  

 

Figure 3.2.5 Flatten Operation 

 

CNN model [21][22] is developed to detection of malaria disease. This model is created with 3 convolution layers with 32 filters with 

input size 48 by 48, Max pooling layers with size of 2*2, four Batch normalization and four drop out layers. CNN model architecture is 

shown in following table 3.3.1. 

4. Result analysis of Malaria disease detection  

Malaria disease detection analysis is performed with VGG 19 and CNN model with various epochs which described in 4.1 and 4.2. 

4.1 Our Own Created CNN (Convolution Neural Network) Model: 

 

 

Figure 4.1  Our Own CNN models Accuracy and Loss 

 In above figure we can see that training accuracy is almost 99%, testing accuracy is increasing and reached up to 

almost 90-95%. Training loss is nearest to the 0.01 and testing loss is fluctuating between 0.2-0.4 which was good for now. 
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4.2 VGG19 (Pretrained Model) 

 

 

Figure 4.2. VGG 19 Model Accuracy and loss 

 

 VGG 19 is pretrained model, which is already available on google. Just we have to import and apply some 

required parameter and train on dataset. We got 85-90% accuracy and 0.2-0.5 loss with this model. 

 

4.3 Model Analysis table 

 

From the below table 4.3 we conclude that we used our own created CNN model for training our dataset. Because that model always gives 

us around 99% accuracy and 0.2-0.3 loss, which was good to train on our dataset.  

Table 4.3 Models Analysis Table 

Sr.No Model Epochs Train 

Accuracy 

Validation 

Accuracy 

Train Loss Validation 

Loss 

1 Created CNN 5 99% 94% 0.013 0.30 

25 98% 91% 0.012 0.41 

50 99% 94.8% 0.015 0.31 

200 99% 95.6% 0.010 0.29 

2 VGG19 50 95% 89% 0.14 0.23 

  200 965 92% 0.09 0.17 

 

 

4.4 Model Result 

 

In results we are detecting the image whether the person has a disease or not. So here in result input image and model will tell us that 

person is Parasitized or Uninfected 
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CONCLUSION 

This RESEARCH will tell us about the one of the techniques of image processing using the Convolution Neural Network (CNN). In this 

image is taken as an input and it will process using VGG19 model and CNN model. In the model image will process using multiple filters 

and create a multiple identity from the image. After that max polling layer will make an accurate image of every identity and use it for the 

future input purpose for identification of same image. After completing the all-convolution network and max pooling layer its output will 

take as an input in fully connected layer and flatten the images. And before the output activation function softmax layer is there it will just 

generate the possibilities of the image of same image, and the possibility was not as much efficient then it will again update the filters 

value and again process everything. 

 

This automated system is analysis with two different model namely VGG19 and CNN model. Created CNN model is tested with various 

epochs and it gives 99% accuracy while VGG 19 model gives 95% accuracy. This system is useful to classify that how strongly the 

malaria is infected by doing applying some advance technique in image processing. It will be better if person knows how much they 

affected by disease and need a good treatment. 
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