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Abstract— Speech is the primary form of communication for humans, followed by language. Social contact depends heavily 

on emotion. As we are dealing with human-machine interaction, identifying the emotion in a speech is both crucial and difficult. 

People's emotions differ from one another, and the same person may experience several different emotions at once and show 

them in various ways. When a person expresses his or her emotions, each will have a different energy level, pitch fluctuation, 

and tone variation are grouped together depending on the issue. As a result, computer vision's long-term objective is to recognise 

speech emotions. Our project's goal is to build a convolutional neural network-based system for intelligent emotion recognition 

in voice. which employs many modules for the classifier's recognition of emotions. 

 

1. INTRODUCTION 

 
Speech emotion recognition (SER), a component of naturalistic human-computer interaction (HCI), is becoming more 

crucial in a variety of contexts. Speech emotion identification is now a developing discipline that straddles artificial 

intelligence and artificial psychology, in addition to being a well-liked research area in signal processing and pattern 

recognition. The research is extensively used in sectors such as interactive teaching, entertainment, security, and human-

computer interaction. The three components of a speech emotion processing and recognition system are typically speech 

signal acquisition, feature extraction, and emotion recognition. The neural network-based approach to speech recognition is 

the most advantageous method. Artificial neural networks (ANN) are information processing techniques with biological 

inspiration. Artificial neural networks (ANN) are a fast-growing alternative to HMM for speech recognition modelling since 

they don't require any prior understanding of the speech process. RNN can model time-dependent phonemes and learn the 

sublunary link between speech and data. The use of multi-layer perceptron (MLP) type conventional neural networks for 

speech recognition and other speech processing tasks has been growing. An acoustic signal that was recorded by a 

microphone or a phone is converted into a collection of characters during the speech recognition process. These can also be 

used as the input for additional linguistic processing, which is addressed in section, to produce speech understanding. It is 

well known, voice recognition software performs functions comparable to those of the human brain. 

The objective of this research is to categorise these emotions from a given speech sample in the best way possible. We 

intend to employ the multilayer perceptron with several techniques for emotion prediction. Support Vector Machine (SVM) 

and Multi Layer Perceptron Classifier are the two classifiers that we compare (MLP Classifier). 
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Goals & Issue Identification : 

 

 Speech The process of attempting to identify human emotion and the related affective states from speech is known as 

emotion recognition, or SER. This makes use of the fact that tone and pitch in the voice frequently convey underlying 

emotion. Recent years have seen a fast expansion in the scientific field of emotion recognition. Machines can neither sense 

nor display emotion, unlike humans. Yet, automating emotion recognition can enhance human-computer connection and 

minimise the need for human intervention. 

 

2. Literature survey 

 

[1]    Navya Damodar, Vani H Y, Anusuya M A. Voice Emotion Recognition using CNN and Decision Tree. The 

research provides a potential method for audio signal emotion identification using deep learning methods. The authors 

present examples of feature extraction using CNNs and classification using Decision Trees. The study emphasises how 

these systems could be applied in practical ways to enhance human-machine interactions and create intelligent systems for 

mental health screening. 

 

[2]   Jianfeng Zhao, Xia Mao, Lijiang Chen. Learning Deep features to Recognise Speech Emotion using Merged 

Deep CNN. In the paper, a novel method for deep CNN-based speech emotion recognition is presented. The authors use 

two benchmark datasets to show how their merged deep CNN architecture captures discriminative characteristics from voice 

signals and achieves cutting-edge performance. The study emphasises how deep learning methods could enhance the 

reliability and accuracy of voice emotion identification systems. 

 

[3]   A key contribution to the field of speech recognition is the 1980 paper "Comparison of Parametric Representations for 

Monosyllabic Word Recognition in Continuously Spoken Sentences" by Davis and Mermelstein. The authors of the research 

evaluate various parametric models for identifying monosyllabic words in continuous speech. They contrast three distinct 

representations: auditory filter banks (AFB), perceptual linear predictive (PLP), and linear predictive coding (LPC). A linear 

filter is used in the common speech processing technique known as LPC to simulate the vocal tract. AFB models the 

frequency response of the auditory system using a filter bank, whereas PLP modifies LPC to integrate perceptual 

information. 

 

[4]  Emotion recognition in speech is an interesting and applicable research topic and present a system for emotion 

recognition using one-class-in-one neural networks. By using a large database of phoneme balanced words, our system is 

speaker and context independent. We achieve a recognition rate of approximately 50% when testing eight emotions 

 3. Methodology 

 
use the provided input to predict emotions using the MLP classifier. Using the five retrieved features, we obtain results. We 

provide the model the varying five features. While a single feature parameter is insufficient for creating an effective forecast, 

using the characteristics independently and passing it all together results in a significant variance of the prediction emotion. 

In order to train the model, the MLP Classifier is given the Ravdess dataset, which is divided into the training and testing 

datasets in a ratio of 75:25. These eight emotional categories are covered. As it is effective for time series-based data, such 

as the audio from which we will be predicting the emotion, the classifier is being used. In order to forecast the mood, we 

then test the remaining 25% of the data set. 
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                                                         Block Diagram 

 

 

     Fig 1 : Training process 

 

In order to gain a solid understanding of the audio, the audio is captured for 15 seconds with a 0.5 second break at the 

beginning and finish of the audio file. The volume of the audio will vary, which will make it difficult to extract the 

characteristics. To overcome this, we normalise to average the volume across the whole sample. 

 

 

 The range of the audio in terms of DB will be from -758 to 770 DB because the length of the audio will be represented as 

a 32-bit number in float format with a ten-to-the-power expression, which has higher relevance because it can represent 

larger and smaller values. A list of hyper-parameters are provided to the MLP-Classifier. The logistic activation function is 

a differential function that aids in determining the slope of a curve at any two locations. 
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5. Implementation 

 

Fig 2 : System Architecture 

 

A system architecture, sometimes known as a systems architecture, is a conceptual model that describes a system's 

behaviour, structure, and other aspects. A formal description and representation of a system is an architecture description. 

arranged to aid in understanding of the system's structures and actions. 

3-Tier Architecture: 

In order to get around the restrictions of the two-tier design, the three-tier software architecture (also known as a three-layer 

architecture) was developed in the 1990s. Between the user interface (client) and data management (server) components is 

the third tier, sometimes known as the middle tier server. By offering services like queuing, application execution, and 

database staging, this middle tier provides process management where business logic and rules are put into action and can 

support hundreds of users (as opposed to only 100 users with the two tier architecture). 

When a distributed client/server design is required that offers (in comparison to the two tier) better performance, flexibility, 

maintainability, reusability, and scalability, while concealing the complexities of distributed processing from the user, the 

three tier architecture is utilised. Three layer architectures are a common option for Internet applications and net-centric 

information systems as a result of these qualities. 
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6. Result 

 

 

 
 

Fig 3 : Dataset Screen 

 

 

 

 

 
 

Fig 4 : Home Screen 

 

 
 

Fig 5 : Emotion Detected 
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To obtain the results, the training process was initiated by executing command prompts and running specific commands in 

the command-line interface (CLI)[Fig 3]. The model was trained using the established methodology outlined in the 

research paper. Subsequently, a web page was created to present the output to the users[Fig 4]. The web page was linked 

to the trained data by configuring the Flask framework and setting the appropriate paths. Upon successful configuration, 

the web page was accessible through a generated IP address. Users were able to access the web page using a browser and 

select a specific WAV file to retrieve the corresponding output[Fig 5]. 

 

 

7.      CONCLUSION 

 

This project demonstrates how effective MLPs are in categorising voice signals. Even with reduced models, it is simple to 

recognise a small number of characters. In comparison to other methodologies, we have achieved higher accuracy for 

individual emotions. The effectiveness of the pre-processing has a significant impact on a module's performance. The 

reliability of Mel Frequency Cestrum Coefficients is excellent. Every human emotion has been carefully examined, 

dissected, and its correctness verified. The findings of this study show that speech recognition is possible and that MLPs 

can be utilised for any task involving voice recognition and identifying each emotion expressed in speech. 
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