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Abstract :  This research paper investigates the weight distribution of rank 2ℤ𝑝𝑡− Simplex codes, where 𝑝𝑡 ≥ 2, with 𝑝 

being a prime number and 𝑡 a positive integer. 

Index Terms -  ℤ𝒑𝒕-linear code, codes over finite rings, ℤ𝒑𝒕-Simplex codes, rank, minimum Hamming distance. 

I. INTRODUCTION 

A code 𝐶 represents a subset of ℤ𝑝𝑡
𝑛 , where ℤ𝑝𝑡 denotes the set of integers modulo 𝑝𝑡 and 𝑛 is a positive integer. In this context, 

let 𝑥 and 𝑦 be elements of ℤ𝑝𝑡
𝑛 . The Hamming distance between 𝑥 and 𝑦 is defined as the count of differing coordinates, denoted 

by 𝑑(𝑥, 𝑦). Specifically, 𝑑(𝑥, 𝑦) can be expressed as the Hamming weight of 𝑥 − 𝑦, which represents the number of non-zero 

coordinates in 𝑥 − 𝑦. The minimum Hamming distance 𝑑(𝐶) for code 𝐶 is defined as follows: 

𝑑(𝐶)  = min{𝑑(𝑥, 𝑦) ∣ 𝑥, 𝑦 ∈ 𝐶 and 𝑥 ≠ 𝑦}

 = min{𝑤𝑡(𝑥 − 𝑦) ∣ 𝑥, 𝑦 ∈ 𝐶 and 𝑥 ≠ 𝑦}
 

Furthermore, the minimum Hamming weight of 𝐶 is given by min{𝑤𝑡(𝑐) ∣ 𝑐 ∈ 𝐶 and 𝑐 ≠ 0}. Henceforth, the terms "minimum 

distance" and "minimum weight" refer to the minimum Hamming distance and the minimum Hamming weight, respectively. An 

(𝑛,𝑀, 𝑑)ℤ𝑝𝑡-code denotes a code over ℤ𝑞 with a length of 𝑛, a cardinality of 𝑀, and a minimum Hamming distance of 𝑑. For 

further details on coding theory, please refer to [1]. 

It is well-known that ℤ𝑝𝑡  forms a group under addition modulo 𝑝𝑡. Consequently, ℤ𝑝𝑡
𝑛  becomes a group under coordinate-wise 

addition modulo 𝑝𝑡, thus making it a ℤ𝑝𝑡-module. A subset 𝐶 of ℤ𝑝𝑡
𝑛  is considered a ℤ𝑝𝑡-linear code if it serves as a submodule of 

ℤ𝑝𝑡
𝑛 . Since ℤ𝑝𝑡

𝑛  is a finitely generated ℤ𝑝𝑡-module, 𝐶 represents a finitely generated submodule of ℤ𝑝𝑡
𝑛 . The rank of the code 𝐶 

refers to the cardinality of a minimal generating set of 𝐶[7]. 

A generator matrix of 𝐶 is a matrix whose rows generate 𝐶. Every linear code 𝐶 over ℤ𝑝𝑡  can be transformed via permutation to a 

code with a generator matrix 𝐺 (where the rows of 𝐺 generate  ), which takes the following form: 

𝐺 =

[
 
 
 
 
 
𝐼𝑘0 𝑀01 𝑀02 ⋯ 𝑀0𝑠−1 𝑀0𝑠
0 𝑧1𝐼𝑘1 𝑧1𝑀12 ⋯ 𝑧1𝑀1𝑠−1 𝑧1𝑀1𝑠
0 0 𝑧2𝐼𝑘2 ⋯ 𝑧2𝑀2𝑠−1 𝑧2𝑀2𝑠
⋮ ⋮ ⋮ ⋱ ⋮ ⋮
0 0 0 ⋯ 𝑧𝑠−1𝐼𝑘𝑠−1 𝑧𝑠−1𝑀𝑠−1𝑠]

 
 
 
 
 

 

Here, 𝑀𝑖𝑗 represents matrices over ℤ𝑝𝑡 , {𝑧1, 𝑧2, … , 𝑧𝑠−1} denotes the zerodivisors in ℤ𝑝𝑡 , and the columns are organized into 

blocks of sizes 𝑘0, 𝑘1, … , 𝑘𝑠−1, 𝑘𝑠, respectively. The cardinality of 𝐶 can be calculated as 

|𝐶| = 𝑝𝑡𝑘0 (
𝑝𝑡

𝑧1
)

𝑘1

(
𝑝𝑡

𝑧2
)

𝑘2

⋯(
𝑝𝑡

𝑧𝑠−1
)

𝑘𝑠−1

 

An [𝑛, 𝑘, 𝑑]ℤ𝑝𝑡-linear code refers to a code with rank 𝑘, length 𝑛, and a minimum Hamming distance of 𝑑 over ℤ𝑝𝑡 . Research on 

codes over finite rings has been extensively carried out by numerous researchers [2-4]. Over the past two decades, there has been 

a substantial amount of research focused on codes over ℤ22 . In this paper, we specifically investigate codes over ℤ𝑝𝑡 , considering 

any positive integer 𝑝𝑡 ≥ 2, where 𝑝 is a prime number and 𝑡 is a positive integer. 

When 𝐶 represents a ℤ𝑝𝑡-linear code, the following result holds true, as demonstrated in references [5,6] : 
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Lemma 1: The minimum Hamming distance of a ℤ𝑝𝑡-linear code 𝐶 is equal to its minimum Hamming weight. 

For an (𝑛,𝑀, 𝑑)ℤ𝑞-code denoted by 𝐶, where 0 ≤ 𝑖 ≤ 𝑛, the quantity 𝐴𝑖 corresponds to the number of codewords with a 

Hamming weight of 𝑖. The sequence {𝐴𝑖}𝑖=0
𝑛  is referred to as the weight distribution of the code 𝐶. 

In ℤ𝑝𝑡 , the element 𝑝𝑡−1 has the smallest order, and the subgroup 𝐻 generated by 𝑝𝑡−1 is the smallest subgroup containing more 

than one element. Consider the matrix: 

𝐺 = [0 1 1 2 ⋯ 𝑝𝑡 − 1
1 0 1 1 ⋯ 1

] 

This matrix generates the code 𝐶 = {𝛼𝑥 + 𝛽𝑦 ∣ 𝛼, 𝛽 ∈ ℤ𝑝𝑡}. According to Theorem 3.1 in [6], the code 𝐶 is a [𝑝𝑡 + 1,2, 𝑝𝑡−1(𝑝 −

1) + 1]ℤ𝑝𝑡-linear code. This code is known as a ℤ𝑝𝑡-Simplex code of rank 2 and is denoted by 𝑆2(𝑝
𝑡). Additionally, in [6], a 

generalization of the ℤ𝑝𝑡-Simplex code to rank 𝑘 is introduced and denoted as 𝑆𝑘(𝑝
𝑡). 

The authors in [9] have previously conducted similar research, but their focus was on a broader context, encompassing all integers 

𝑞 > 1. In contrast, our study specifically addresses the special case of 𝑞 = 𝑝𝑡, where 𝑝 is a prime number. This research paper 

focuses on various aspects of ℤ𝑝𝑡-linear codes. In Section 2 , we analyze the weight distribution of ℤ𝑝𝑡-Simplex codes with a rank 

of 2 , considering positive integers 𝑝𝑡 ≥ 2. 

II. Main Result 

In [5, 6], the parameters and properties of ℤ𝑝𝑡  Simplex codes 𝑆𝑘(𝑝
𝑡) with rank 𝑘 were introduced for positive integers 𝑝𝑡 ≥ 2, 

focusing on the weight distribution of rank 2 for prime power 𝑝𝑡. In this section, we aim to determine the weight distribution of 

𝑆2(𝑝
𝑡) for any positive integer 𝑝𝑡 ≥ 2. 

Theorem 1: For any integer 𝑝𝑡 ≥ 2, the weight distribution of a ℤ𝑝𝑡-Simplex code with rank 2 is given by: 

𝐴0 = 1,

𝐴𝑝𝑡 = 𝑝
2𝑡 − 𝑝2𝑡−1 + 𝑝𝑡 − 1,

𝐴𝑝𝑡−𝑝𝑡−𝑒+1 = 𝑝
𝑒(𝑝𝑒 − 𝑝𝑒−1), for 0 < 𝑒 < 𝑡,

𝐴𝑝𝑡+1 = 𝑝
𝑡(𝑝𝑡 − 1) − ∑  

0<𝑒≤𝑡

 𝑝𝑒(𝑝𝑒 − 𝑝𝑒−1).

 

 Proof:  

Consider the matrix (1.2): 

[0 1 1 2 ⋯ 𝑝𝑡 − 1
1 0 1 1 ⋯ 1

] 

Let 𝑥 and 𝑦 represent the first and second rows of the above matrix. Then 𝑆2(𝑝
𝑡) = {𝛼𝑥 + 𝛽𝑦 ∣ 𝛼, 𝛽 ∈ ℤ𝑝𝑡}, where 𝛼𝑥 =

𝑥 + 𝑥 +⋯+ 𝑥⏟        
𝛼 times 

. 

Case (i): If 𝛼 = 0 = 𝛽, then 𝑤𝑡(𝛼𝑥 + 𝛽𝑦) = 0. Consequently, we have 𝐴0 = 1. 

Case (ii): If 𝛼 = 0 and 𝛽 ≠ 0, then 𝛽1 ≠ 0 for all 𝛽 ≠ 0 in ℤ𝑝𝑡 . This implies 𝑤𝑡(𝛽𝑦) = 𝑝𝑡, resulting in 𝑤𝑡(𝛼𝑥 + 𝛽𝑦) = 𝑝𝑡. In 

this scenario, there are 𝑝𝑡 − 1 codewords of weight 𝑝𝑡. 

Before proceeding to the next case, we apply the following theorem: 

Theorem 2 [5]: Let 𝐺 be a cyclic group of order 𝑛. For every divisor 𝑑 of 𝑛, 𝐺 has a unique subgroup of order 𝑑.  

Consider elements 𝑥, 𝑦 ∈ ℤ𝑝𝑡 . We define the relation 𝑥 ∼ 𝑦 if ⟨𝑥⟩ = ⟨𝑦⟩ under addition. This relation is an equivalence relation. 

Let 𝐻(𝑥) = {𝑦 ∈ ℤ𝑝𝑡 ∣ 𝑥 ∼ 𝑦}. It follows that 𝐻(𝑥) contains only elements of order 𝑜(𝑥). According to Theorem 2 , we have 

𝑜(𝐻(𝑥)) = 𝜙(𝑜(𝑥)). For every divisor 𝑑 of 𝑝𝑡, there exists a subset 𝐻(𝑥) of ℤ𝑝𝑡  that contains elements of order 𝑜(𝑥). Since 

𝐻(𝑥) represents an equivalence class, we have either 𝐻(𝑥) = 𝐻(𝑦) or 𝐻(𝑥) ∩ 𝐻(𝑦) = 𝜙. Moreover, ℤ𝑝𝑡 = ⋃𝐻(𝑥), where the 

sum runs over one element from each equivalence class. 
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Case (iii): Let 𝛼 ≠ 0 and 𝛽 = 0. If 𝛼 ∈ 𝐻(𝑥) for 𝑥 ≠ 0, then 𝑜(𝛼) = 𝑜(𝑥) = 𝑝𝑒 where 0 ≤ 𝑒 ≤ 𝑡, let's say. Since 𝑜(𝛼) ∣ 𝑜(ℤ𝑝𝑡), 

all elements in the subgroup generated by 𝛼 appear an equal number of times in the set {𝛼0, 𝛼1, 𝛼2,… , 𝛼(𝑝𝑡 − 1)}. In other 

words, 𝛼(0,1,2,… , 𝑝𝑡 − 1) = 0,1𝛼, 2𝛼,… , (𝑝𝑒 − 1)𝛼, 0,1𝛼, 2𝛼,… , (𝑝𝑒 − 1) 𝛼, … ,0,1𝛼, 2𝛼,… , (𝑝𝑒 − 1)𝛼. This implies that zero 

appears 𝑝𝑡−𝑒 times in the sequence 𝛼(0,1,2,… , 𝑝𝑡 − 1). Therefore, 𝑤𝑡(𝛼(0,1,2,… , 𝑝𝑡 − 1)) = 𝑝𝑡 + 1 − 𝑝𝑡−𝑒, where 0 ≤ 𝑒 ≤ 𝑡. 

Since 𝐻(𝑥) has 𝑝𝑒 − 𝑝𝑒−1 elements of order 𝑝𝑒, there are 𝑝𝑒 − 𝑝𝑒−1 codewords of weight 𝑝𝑡 − 𝑝𝑡−𝑒 + 1. Hence, for 0 < 𝑒 ≤ 𝑡, 
there are 𝑝𝑒 − 𝑝𝑒−1 codewords of weight 𝑝𝑡 − 𝑝𝑡−𝑒 + 1. 

Case (iv): Let 𝛼 ≠ 0 and 𝛽 ≠ 0. If 𝑜(𝛼) = 𝑝𝑒, where 0 < 𝑒 ≤ 𝑡, then all elements in ⟨𝛼⟩ appear an equal number of times in the 

sequence 𝛼(0,1,2,… , 𝑝𝑡 − 1), specifically 𝑝𝑡−𝑒 times. 

(1) If 𝛽 ∈ ⟨𝛼⟩ ∖ {0}, then 𝑤𝑡(𝛼𝑥 + 𝛽𝑦) = 𝑝𝑡 + 1 − 𝑝𝑡−𝑒. Consequently, the number of codewords with weight 𝑝𝑡 − 𝑝𝑡−𝑒 + 1 is 
(𝑝𝑒 − 1)(𝑝𝑒 − 𝑝𝑒−1). 

(2) If 𝛽 ∉ ⟨𝛼⟩ ∖ {0}, then 𝑤𝑡(𝛼𝑥 + 𝛽𝑦) = 𝑝𝑡 + 1. Hence, there are (𝑝𝑡 − 𝑝𝑒)(𝑝𝑒 − 𝑝𝑒−1) codewords with weight 𝑝𝑡 + 1, where 

1 < 𝑒 < 𝑡. 
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