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Abstract— This paper presents a real-time hand sign recognition 

system using a machine learning architecture. The project 

introduces an implementation of computer vision for Hand gesture 

recognition. Hand gesture recognition machine received fantastic 

attention in the current few years due to its manifoldness programs 

and the potential to interact with system effectively through human 

laptop interplay. Real-time hand sign recognition using machine 

learning architecture is a technology that can detect and recognize 

hand signs in real-time using machine learning algorithms. This 

technology is important for people with hearing or speech 

disabilities who use sign language as their primary means of 

communication. The machine learning algorithms can learn to 

recognize the different hand signs and gestures, allowing the system 

to accurately translate them into text or voice commands. This 

technology has the potential to improve communication and 

accessibility for people with disabilities and enhance human-

machine interaction in various applications. The system is trained 

with some hand sign recognition which are (1, 2, 3, 4, 5, 6, 7, 8, 9, 0) 

in real-time. 
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I. INTRODUCTION  

The crucial aim of building hand gesture recognition 

machine is to create a common interplay among human and 

computer wherein the identified gestures can be used for 

controlling a robot or conveying meaningful facts. 

Gestures used for speaking between human and machines in 

addition to among people the use of sign language. Gestures can 

be static or dynamic which are more complex but appropriate for 

real time environments. Different strategies were proposed for 

acquiring facts necessary for recognition gestures machine. 

A. Gesture recognition: 

Gesture recognition will be a topic in engineering 

furthermore language generation for the goal of translating an 

individual bit with mathematical algorithms. Gestures will return 

from any body movement or role but usually appears at the face 

or hand. This focus inside the field consists of emotional 

recognition from facial and hand bit popularity. Users will use 

clean bit to adjust or act with devices whilst not the bit touching 

them. Several strategies are evolved victimization cameras and 

computer vision algorithms to translate the sign language. 

Gesture recognition can be achieved in simple three steps: 

 

 

 

 

 

 

 

 

 

 
 

Figure 1: Gesture recognition model 

B. Mediapipe 

 

 
Figure 2: Hand land marks 

 

MediaPipe Hands may be a dependable hand and finger 

following tool resolution. It makes use of machine learning 

(ML) to understand twenty-one three-D native hand marks from 

simplest 1 frame. Though stylish ways rely mostly on the 

effective computer locations for discovery, our technique 

advantages real-time performance on cell phones, even scales to 

numerous hands. We tend to hope to allow you this handy plan 

performing on intensive evaluation and improvement society can 

result in cases of misuse, to push new applications and new 

analysis ways. MediaPipe Hands uses companion included cc 

pipe of the various fashions running together: The palm 

detection version that works at the complete picture and returns 

the direct-directed hand binding container. Hand gesture model 

applicable to photo-reduce region outlined via a palm detector 

once returns 3-d hand key factors with high duty. This approach 

is analogous to the one employed in our MediaPipe Face Mesh 

resolution, using a face detector and a face detector a landmark 

model. 

 

C. Objective 

The objective of this project was too able to detect few real 

hand sign languages like one, two, three, four, five, six, seven, 

eight, nine and zero. Which can be later use for sign languages 

making easier for people to connect or control the computers. 
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II. LITERATURE SURVEY 

 

A. Objective Vision Based Approach 

 
Figure 3: Vision based approach 

 

The tactics to vision primarily based hand gesture reputation 

may be divided into two classes:  

1) Model based totally procedures 

2) Appearance based totally techniques 

1) Model based totally procedures 

Model-primarily based approaches generate model 

hypotheses and compare them at the to be had visual 

observations. Basically, this is accomplished by means of 

forming an enhancement bother whose goal include measures 

the disparity between the viewable signs which can be 

anticipated as a result of a variant hypothesis and the genuine 

ones. The utilized enhancement procedure should be equipped 

for assess the objective trademark at inconsistent focuses inside 

the multi-faceted variant boundaries region. By huge, the 

technique includes trying to find the kinematic parameters that 

brings the 2D projection of a 3-d version of hand into 

correspondence with a part-based picture of a hand. 

 
 

2) Appearance based approaches 

Appearance-based totally fashions are derived directly from 

the records contained inside the pics and have traditionally been 

used for gesture recognition. No specific version of the hand is 

wanted, because of this that no internal levels of freedom ought 

to be in particular model. 

 

III. LITERATURE REVIEW 

  Real-time hand sign recognition using machine learning 

architecture has been a popular research topic in recent years due 

to its potential applications in various domains, including 

healthcare, education, and communication. In this literature 

survey, we summarize the key findings from ten papers related 

to real-time hand sign recognition using machine learning 

architecture. 

 

The first paper, by Haque et al. (2018), proposed a hand gesture 

recognition [1] system based on a CNN architecture for real-time 

applications. The proposed framework accomplished high 

exactness in perceiving different hand signals progressively. 

 

Yadav et al. (2019) proposed a real-time hand gesture 

recognition [2] system using deep learning techniques. The 

proposed system achieved high accuracy in recognizing different 

hand gestures and can be used in various human-machine 

interaction applications. 

 

Starner et al. (2016) presented a real-time American Sign 

Language recognition system using deep learning techniques [3]. 

The proposed framework accomplished high precision in 

perceiving ASL signals continuously. 

 

Wang et al. (2020) proposed a real-time hand gesture 

recognition [4] system using wearable sensors and deep learning 

techniques. The proposed framework accomplished high 

precision in perceiving hand signals progressively. 

 

Li et al. (2020) proposed a real-time hand gesture recognition [5] 

system using multi-modal CNNs. The proposed system achieved 

high accuracy in recognizing different hand gestures using both 

RGB and depth images. 

 

Shukla et al. (2019) proposed a real-time hand gesture 

recognition [6] system using transfer learning techniques. The 

proposed system achieved high accuracy in recognizing ASL 

gestures using a pre-trained CNN model. 

 

Chen et al. (2020) proposed a real-time hand gesture recognition 

[7] system using hybrid features and deep learning techniques. 

The proposed system achieved high accuracy in recognizing 

different hand gestures using a combination of shape, texture, 

and motion features. 

 

Liu et al. (2018) proposed a real-time hand gesture recognition 

[8] system using multi-scale CNNs. The proposed system 

achieved high accuracy in recognizing hand gestures of different 

scales and orientations. 

 

Yang et al. (2019) presented a real-time hand gesture recognition 

[9] system using RNNs. The proposed framework accomplished 

high exactness in perceiving hand motions utilizing both spatial 

and worldly data. 

 

Finally, Zhang et al. (2020) proposed a real-time hand gesture 

recognition [10] system using multi-feature fusion and deep 

learning techniques. The proposed system achieved high 

accuracy in recognizing hand gestures using a combination of 

shape, texture, and motion features. 

 

Overall, these studies demonstrate the potential of using machine 

learning architecture for real-time hand sign recognition. The 

proposed systems achieved high accuracy in recognizing 

different hand gestures using various techniques, including 

CNNs, RNNs, transfer learning, and multi-feature fusion. 

However, further research is needed to address the challenges 

associated with hand sign recognition, such as the variability of 

hand shapes and gestures and the need for more extensive 

datasets. 
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IV. METHODOLOGY 

 
Figure 4: Architecture for hand sign recognition 

 

A. Data Collection 

The first step is to collect data consisting of hand sign gestures 

that the system will recognize. This data can be obtained from 

various sources, including existing databases or through the 

creation of a custom dataset. 

B. Data Pre-processing 

Data Pre-processing: In this step, the collected data is pre-

processed to prepare it for training the machine learning models. 

Pre-processing can include resizing the images, converting them 

to grayscale, and normalizing the data. 

C. Feature Extraction 

The next step is to extract features from the pre-processed data 

that the machine learning models can use for training. These 

features can include shape, texture, and motion information. 

D. Model Training 

In this step, the machine learning models, such as SVM/KNN, 

are trained on the extracted features to learn the patterns and 

characteristics of the hand sign gestures. 

E. Model Evaluation 

Model Evaluation: The trained models are evaluated using test 

data to assess their performance in recognizing hand sign 

gestures. The evaluation can include measuring accuracy, 

precision, recall, and F1 score. 

F. Real-time Implementation 

Once the trained model's performance is satisfactory, it can be 

deployed in real-time applications for hand sign recognition. 

This implementation can involve integrating the trained models 

with hardware, such as cameras or sensors, and developing user 

interfaces for interaction. 

G. Continuous Improvement 

Finally, the system's performance should be continuously 

monitored and improved by re-training the models with new 

data, optimizing the pre-processing and feature extraction steps, 

and updating the system's hardware or user interface as needed. 

 

Overall, the methodology for real-time hand sign recognition 

using machine learning architecture involves a combination of 

data collection, pre-processing, feature extraction, model 

training, evaluation, real-time implementation, and continuous 

improvement to achieve high precision in perceiving hand sign 

motions continuously applications  

V. RESULT 

 

FIG 5: HAND SIGN DETECTION 1 

 

FIG 6: HAND SIGN DETECTION 2 

 

FIG 7: HAND SIGN DETECTION 3 
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FIG 8: HAND SIGN DETECTION 4 

 

FIG 9: HAND SIGN DETECTION 5 

 

 

FIGURE  10: CONFUSION MATRIX 

 

VI. CONCLUSION 

In conclusion, real-time hand sign recognition using 

machine learning architecture is an exciting research area with 

many potential applications in different domains. Various 

studies have proposed systems that use deep learning techniques, 

such as CNNs, RNNs, transfer learning, and multi-feature 

fusion, to achieve high exactness in perceiving different hand 

motions continuously. However, the challenges associated with 

hand sign recognition, including variability in hand shapes and 

gestures and the need for more extensive datasets, must be 

addressed. Using mediapipe framework and SVM we train the 

computer to recognize simple hand gesture recognition in real-

time at 30 fps with an accuracy of 83.90% f1 score is 82.4%, 

precision is 87.04% and recall is 82.59%. Using KNN we got an 

accuracy of 83.90% f1 score is 83.97%, precision is 91.25% and 

recall is 82.71%. In real time hand gesture recognition, the SVM 

model does better than the KNN model. 

Further research in this field is necessary to improve the 

performance of real-time hand sign recognition systems and 

expand their potential applications. 
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