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Abstract 

Human Activity Recognition (HAR) is a vital task in the domain of computer vision and pattern recognition, 

with applications classifying healthcare to human-computer interaction. It contains the classification and 

detection of many human activities depending on visual input or sensor data. HAR has accomplished vital 

attention because of its potential in several domains comprising fitness tracking, surveillance, human-computer 

interaction, and healthcare. The deep learning (DL) structures excel in learning difficult features and temporal 

patterns in raw sensor data, allowing the formation of sophisticated methods that accurately identify a 

widespread of human activities. This study presents a novel approach to HAR by combining crow search 

algorithm with hybrid DL (HAR-CSAHDL) technique. The HDL technique involves Convolutional Neural 

Networks (CNNs) and Long Short-Term Memory (LSTM) networks. Additionally, to enhance the model's 

performance, hyperparameter tuning is employed using the CSA, an optimization technique simulated by the 

foraging behavior of crows. The HAR-CSAHDL architecture leverages the strengths of CNNs in feature 

extraction from raw sensor data and the sequential learning capabilities of LSTM networks to capture temporal 

dependencies in human activities. The performance of the HAR-CSAHDL approach is demonstrated through 

comprehensive experiments on benchmark HAR datasets. Comparative analyses with recent approaches 

highlight the superior performance of the CNN-LSTM hybrid model.   

Keywords: Hybrid Deep Learning; Human Activity Recognition; Hyperparameter tuning; Crow Search 

Algorithm; 
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1. Introduction  

Recently, Human Activity Recognition (HAR) has become an advanced research field, which can be applicable 

in different domains and increasing requirements for efficient services and home automation for elderly 

persons [1]. In these cases, AR in smart homes by exploiting simple and ubiquitous sensors captured 

heightened attention on the ambient intelligence field and allowed current technologies for enhancing the life 

quality of an individual within a home surroundings [2]. The crucial role of AR is to determine and recognize 

difficult as well as easier activities in real-time settings using sensor data. HAR is a significant research field 

because of its valuable contributions to human-centric field of research aimed to improve the quality of life by 

facilitating transportation, protecting smart cities and smart villages, and medical field [4], and supporting 

decision-makers responses effectively for improving the qualification of services.  

HAR technique provides data with respect to the activity and performance of the subjects [5]. This is commonly 

achieved by receiving signals from smart sensors or smartphones and processing them by employing Machine 

Learning (ML) methods for identification [6]. HAR is utilized for continuously monitoring the patient with 

various diseases, locomotion, transportation, sports, and day-to-day living activities [7]. Fig. 1 depicts the 

general process of HAR. As smart sensors are the major sources of new data, pattern recognition techniques 

and ML approach determined an excessive contribution for establishing applications of smarter sensors. These 

techniques have been several algorithms appropriate for various fields. The data processing with ML methods 

comprised large data types such as velocity, variety, and volume; data techniques namely supervised and 

unsupervised approaches and utilizing effective methodologies [8], which adapts the data features. As data is 

generated by numerous sources with accurate data types, it is extremely important for adopting or applying 

techniques that control the data features [9]. Also, determining the optimum data algorithm that can be 

appropriate for the data, is one of the major stages to recognize patterns and accurately analyzing sensor data 

[10]. 

Helmi et al. [11] incorporate the DL and SI models for building a strong HAR model by employing portable 

sensor info. A lightweight model is constructed by using the Residual CNN and BiGRU (RCNN-BiGRU) 

model for the process of feature extraction. For optimum feature set selection, a novel feature selection model 

can employed depending on the Marine Predator Algorithm (MPA). Also, three binary variants such as MPAs, 

MPAs10, and MPAv are developed. In [12], a novel method by employing CNN model is presented with 

changing kernel dimensions together with BiLSTM method for capturing features at several resolutions. This 

method achieves the effectual extraction of temporal and spatial features from sensor data by employing 

conventional BiLSTM and CNN models. Additionally, the model is examined by using UCI and WISDM 

datasets. 

Janardhanan and Umamaheswari [13] presented a DL-NN model by utilizing Depthwise Separable 

Convolution (DSC) with BLSTM (DSC-BLSTM) methods that follow three stages such as DSCBLSTM, 

Video data preparation, and Feature Extraction using Depthwise Separable CNN models. The redeeming 

aspects of this model consists of a DSC convolution. Surek et al. [14] introduce a DL technique for evaluating 
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and mapping the present state of human activities in green, blue, and red videos. The self-DIstillation with NO 

labels (DINO) can be employed for enhancing the ResNet and ViT potential.  

 

Fig. 1. General process of HAR 

In [15], a new HAR scheme is presented depending on two optimization models namely Arithmetic 

Optimization Algorithm (AOA) and CNN. This CNN is enforced for extracting and learning aspects from input 

data, in which an altered AOA model, namely the Binary AOA (BAOA) method is utilized. Lastly, based on 

diverse actions, the SVM method is utilized for classifying the chosen factors. Nouriani et al. [16] present a 

technique incorporating DL computer vision classification and high-gain observer model. This presented non-

sequential high-gain observer employs Lyapunov evaluation to precisely analyze the human subjects’ attitude 

toward the chest by implementing dimensions from a single Inertial Measurement Unit (IMU). The signals put 

under processing by the observer are later altered into spectrograms for attaining imageries of the signal’s 

frequency response. 

This study presents a novel approach to HAR by combining crow search algorithm with hybrid DL (HAR-

CSAHDL) technique. The HDL technique involves Convolutional Neural Networks (CNNs) and Long Short-
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Term Memory (LSTM) networks. Additionally, to enhance the model's performance, hyperparameter tuning 

is employed using the CSA, an optimization technique inspired by the foraging behavior of crows. The HAR-

CSAHDL architecture leverages the strengths of CNNs in feature extraction from raw sensor data and the 

sequential learning capabilities of LSTM networks to capture temporal dependencies in human activities. The 

performance of the HAR-CSAHDL approach is demonstrated through comprehensive experiments on 

benchmark HAR datasets. 

2. The proposed method 

In this study, we presented a novel HAR-CSAHDL technique. The proposed IMRFO-DAE   methodology 

mostly detection the different classes of HARs. The main purpose of IMRFO-DAE   approach contains two 

stages namely HDL based classification model and CSA based parameter tuning. 

2.1. Activity Recognition using HDL model 

Convolutional, output and multiple pooling layers are interconnected to the input layer in a CNN model [17]. 

Convolutional layer 

The convolutional layer conducts a convolution function utilizing raw input information and convolution 

kernel for generating novel attribute values. The input signal needs to follow the organized matrix procedure 

because the model is made to feature extract from the image database. Compared to input matrix, the 

convolutional kernel is considered a small window which arranges coefficient into matrix. An attribute 

property named a convolved design is generated by the filter’s assigned dimension element along with 

coefficient value. By applying multiple convolutional kernels to that input data, convoluted features can be 

generated, that are often useful than the essential characteristics of the original dataset. The convolutional layer 

serves as the basis of CNNs since they are where most of the computations were done.  

𝑃𝑚
(𝑎)

= 𝜎 (𝐺𝑚
(𝑎)

+ ∑ 𝑃𝑛
(𝑎−1)

𝑠(𝑎−1)

𝑛=1

∗ 𝑈𝑚,𝑛
(𝑎)

)                   (1) 

In Eq. (1), the operator ⋆ represents the convolution function, 𝜎 shows the activation matrix, and 𝑈𝑚,𝑛
(𝑎)

 denotes 

the filter connecting the 𝑛𝑡ℎ feature maps at 𝑎 − 1 layer with 𝑚𝑡ℎ feature maps in layer, the function 𝑎 is used 

for increasing the nonlinearity. 

Pooling layer 

Generally, the pooling layer is put after the convolution layer. The pooling layer should streamline the output 

data. Using the information from all the feature maps in the convolution layer, the pooling layer generates 

compressed feature maps. Maximum and average pooling are the two commonly used techniques. In these 

layers, filters of size 𝑁x𝑁 were chosen.  

𝑎 =
1

𝐿
𝛴(𝑚,𝑛)∈𝐺𝑎𝑚,𝑛                                                   (2) 
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𝑎max = max(𝑚,𝑛)∈𝐺(𝑎𝑚,𝑛)                                         (3) 

From the expression, 𝑎𝑚,𝑛 denotes the amount of all the pixels in region, 𝐺 and 𝐿 show the area’s pixel count. 

Dense layer 

In the dense layer, LSTM method is utilized. RNN especially, LSTM-NN, has the capability to learn over time 

through feedback connection. Through cyclic connection on the HL, this technique produces short‐term 

memory and gathers information from it. Also, it collects information via time sequences and series. LSTM 

unit includes a memory cell and the three gating mechanisms namely input, forget, and output. This enables to 

select of the data requires that “remembered,” and the data needs that “forgotten” which leads to controlled 

data flow and training for long‐term dependency.  

𝑎𝑢 = 𝜎(𝑃𝑢𝑚𝑠 + 𝑅𝑢𝑛𝑠−1 + 𝑡𝑢)                            (4) 

In Eq. (4), 𝑅 and 𝑃 denote the weight matrix, 𝑚𝑠 shows the input, 𝜎 indicates the sigmoid function, and 𝑡 refers 

to the bias term vector. 

Output layer 

The neuron of output layer, also represented as the FC layer, depends entirely on the area of prior layer. This 

data became a 1D matrix. The overall amount of FC layer in the model might differ. 

𝑎𝑚
𝑠 = ∑ 𝑢𝑓

𝑠−1

 

𝑛

𝑣𝑛
𝑠−1                                                    (5) 

In Eq. (5), 𝑠 shows the amount of layers, vn
s  denotes the values in the output layer and 𝑎𝑚

𝑠  indicates the value 

of activation function in the resultant layer. 𝑚 and 𝑛 show the neuron count, 𝑢𝑓
𝑠−1 refers to the HL weight, and 

𝑣𝑛
𝑠−1 shows the input neuron.  

2.2. Parameter tuning using CSA model 

In this work, hyperparameter tuning is employed using the CSA model. CSA is developed based on the concept 

that crows store food in hiding place and brings it back if it can be need it [18]. In this study, crow characterizes 

a solution (location) to the optimization problems. Assume that the location of 𝑖𝑡ℎ crow at 𝑡𝑡ℎ iteration is 

formulated by: 𝑋𝑖
𝑡 = (𝑥𝑖,1

𝑡 , 𝑥𝑖,2
𝑡 , … , 𝑥𝑖,𝐷

𝑡 ), where 𝑖 = 1,2, … , 𝑁, 𝑡 = 1,2, … , 𝑇 max , and 𝑇 max  shows the maximal 

iteration count 𝑁 is the size of crow population and 𝐷 is the size of solution space of the optimizer problems. 

Every individual crow has memory and remembers their hiding places of food, i.e., the better location. Consider 

𝑀𝑖
𝑡 as crow 𝑖 hiding places at iteration 𝑡. During the foraging, crow moves in the environment and finds best 

hiding places (food sources). 

The major stages of CSA are defined below: 

Step1: Arbitrarily initialize a crow 𝑃 population, and take 𝑃 as an 𝑀 primary memory (hiding places) of crows. 
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Step2: Crow 𝑖 updates the location by randomly choosing 𝑗 crow and following it. The location can be produced 

using the following expression: 

𝑋𝑖
𝑡+1 = {

𝑋𝑖
𝑡 + 𝑟𝑖 × 𝑓𝑙𝑖

𝑡 × (𝑀𝑗
𝑡 − 𝑋𝑖

𝑡),      𝑟𝑗 ≥ 𝐴𝑃𝑗
𝑡

𝑎 𝑟𝑎𝑛𝑑𝑜𝑚 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛,                 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
,                    (6) 

In Eq. (6), 𝑟𝑖 and 𝑟𝑗 denotes the randomly generated number within [0,1], 𝑓𝑙𝑖
𝑡 shows the flight length of the 𝑖 

crow at 𝑡𝑡ℎ iteration, and 𝐴𝑃𝑗
𝑡 indicates the awareness probability of being followed by 𝑗 crow at 𝑡 iteration. 

Step3: Compute the fitness of 𝑖 crow based on the newest location, and upgrade the memory using Eq. (7): 

𝑀𝑖
𝑡+1 = {

𝑋𝑖
𝑡+1, 𝑓(𝑋𝑖

𝑡+1) 𝑖𝑠 𝑏𝑒𝑡𝑡𝑒𝑟 𝑡ℎ𝑎𝑛 𝑓(𝑀𝑖
𝑡)

𝑀𝑖
𝑡 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                  (7) 

In Eq. (7), 𝑓 shows the fitness value. 

Step4: Repeat steps 2-3 for the crow until the ending criteria is reached. 

3. Experimental validation 

The HAR-CSAHDL approach is examined on two databases namely UCI HAR database and USC HAD 

database. The UCI HAR database includes 10299 instances with six classes. In addition, the USC HAD 

database comprises 420 samples with six classes.  

Table 1 Recognition outcome of HAR-CSAHDL approach on UCI HAR database  

UCI HAR Database 

Class  𝑨𝒄𝒄𝒖𝒚 𝑺𝒆𝒏𝒔𝒚 𝑺𝒑𝒆𝒄𝒚 𝑭𝑺𝒄𝒐𝒓𝒆 MCC 

Training Phase (70%) 

Walking 96.84 90.62 98.10 90.62 88.72 

Walking Upstairs (WU) 95.78 83.01 98.06 85.61 83.19 

Walking Downstairs (WD) 95.67 83.75 97.60 84.34 81.83 

Sitting (Si) 96.73 89.74 98.13 90.19 88.23 

Standing (St) 96.62 94.40 97.10 90.98 88.99 

Lying (Sl) 95.37 87.77 97.18 87.96 85.09 

Average 96.17 88.21 97.70 88.28 86.01 

Testing Phase (30%) 

Walking 96.83 91.32 97.91 90.43 88.54 

Walking Upstairs (WU) 95.21 80.66 97.72 83.22 80.48 

Walking Downstairs (WD) 95.18 78.66 97.66 80.97 78.26 

Sitting (Si) 96.38 90.32 97.74 90.16 87.94 

Standing (St) 95.95 93.37 96.58 90.01 87.57 

Lying (Sl) 96.25 88.99 97.83 89.47 87.19 

Average 95.97 87.22 97.57 87.38 85.00 
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Fig. 2. Average of HAR-CSAHDL approach on UCI HAR database 

The recognition results of the HAR-CSAHDL approach are examined on the UCI HAR database as depicted 

in Table 1 and Fig. 2. The results indicate that the HAR-CSAHDL approach reaches effectual outcomes on six 

classes. On 70% TRP, the HAR-CSAHDL approach resulted in average 𝑎𝑐𝑐𝑢𝑦 of 96.17%, 𝑠𝑒𝑛𝑠𝑦 of 88.21%, 

𝑠𝑝𝑒𝑐𝑦 of 97.70%, 𝐹𝑠𝑐𝑜𝑟𝑒  of 88.28%, and MCC of 86.01%. In addition, on 30% TSP, the HAR-CSAHDL 

method resulted in average 𝑎𝑐𝑐𝑢𝑦 of 95.97%, 𝑠𝑒𝑛𝑠𝑦 of 87.22%, 𝑠𝑝𝑒𝑐𝑦 of 97.57%, 𝐹𝑠𝑐𝑜𝑟𝑒  of 87.38%, and MCC 

of 85%. 

The recognition outcome of the HAR-CSAHDL system is examined on the USC HAD database as shown in 

Table 2 and Fig. 3. The result indicates that the HAR-CSAHDL approach reaches effectual outcomes on six 

classes. On 70% TRP, the HAR-CSAHDL system resulted in average 𝑎𝑐𝑐𝑢𝑦 of 92.40%, 𝑠𝑒𝑛𝑠𝑦 of 77.23%, 

𝑠𝑝𝑒𝑐𝑦 of 95.44%, 𝐹𝑠𝑐𝑜𝑟𝑒  of 77.18%, and MCC of 72.73%. Furthermore, on 30% TSP, the HAR-CSAHDL 

methodology resulted in average 𝑎𝑐𝑐𝑢𝑦 of 96.03%, 𝑠𝑒𝑛𝑠𝑦 of 88.85%, 𝑠𝑝𝑒𝑐𝑦 of 97.62%, 𝐹𝑠𝑐𝑜𝑟𝑒  of 88.31%, and 

MCC of 86.13%. 

 

Table 2 Recognition outcome of HAR-CSAHDL approach on USC HAD database  

USC HAD Database 

Class  𝑨𝒄𝒄𝒖𝒚 𝑺𝒆𝒏𝒔𝒚 𝑺𝒑𝒆𝒄𝒚 𝑭𝑺𝒄𝒐𝒓𝒆 MCC 

Training Phase (70%) 

Walking Left (WL) 94.90 86.54 96.69 85.71 82.61 

Walking Downstairs (WD) 90.48 78.00 93.03 73.58 67.96 

Running Forward (RF) 92.86 78.72 95.55 77.89 73.64 
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Standing (St) 93.20 79.55 95.60 77.78 73.79 

Sleeping (Sl) 93.20 72.55 97.53 78.72 75.09 

Elevating Up (EU) 89.80 68.00 94.26 69.39 63.29 

Average 92.40 77.23 95.44 77.18 72.73 

Testing Phase (30%) 

Walking Left (WL) 98.41 100.00 98.15 94.74 93.99 

Walking Downstairs (WD) 97.62 90.00 99.06 92.31 90.94 

Running Forward (RF) 94.44 86.96 96.12 85.11 81.72 

Standing (St) 94.44 76.92 99.00 85.11 82.44 

Sleeping (Sl) 95.24 84.21 97.20 84.21 81.41 

Elevating Up (EU) 96.03 95.00 96.23 88.37 86.30 

Average 96.03 88.85 97.62 88.31 86.13 

 

Fig. 3. Average of HAR-CSAHDL approach on USC HAD database 

Fig. 4 illustrates the training accuracy 𝑇𝑅_𝑎𝑐𝑐𝑢𝑦 and 𝑉𝐿_𝑎𝑐𝑐𝑢𝑦 of the HAR-CSAHDL system on USC HAD 

database. The 𝑇𝐿_𝑎𝑐𝑐𝑢𝑦 is determined by the assessment of the HAR-CSAHDL method on TR database 

whereas the 𝑉𝐿_𝑎𝑐𝑐𝑢𝑦 is computed by evaluating the performance on a separate testing database. The results 

exhibit that 𝑇𝑅_𝑎𝑐𝑐𝑢𝑦 and 𝑉𝐿_𝑎𝑐𝑐𝑢𝑦 increase with an upsurge in epochs. Consequently, the performance of 

the HAR-CSAHDL technique gets improved on the TR and TS database with a rise in number of epochs. 
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Fig. 4. 𝐴𝑐𝑐𝑢𝑦 curve of HAR-CSAHDL approach on USC HAD database 

In Fig. 5, the 𝑇𝑅_𝑙𝑜𝑠𝑠 and 𝑉𝑅_𝑙𝑜𝑠𝑠 outcome of the HAR-CSAHDL technique on USC HAD database is shown. 

The 𝑇𝑅_𝑙𝑜𝑠𝑠 defines the error among the predictive performance and original values on the TR data. The 

𝑉𝑅_𝑙𝑜𝑠𝑠 represents the measure of the performance of the HAR-CSAHDL technique on individual validation 

data. The results indicate that the 𝑇𝑅_𝑙𝑜𝑠𝑠 and 𝑉𝑅_𝑙𝑜𝑠𝑠 tend to decrease with rising epochs. It portrayed the 

enhanced performance of the HAR-CSAHDL method and its capability to generate accurate classification. The 

reduced value of 𝑇𝑅_𝑙𝑜𝑠𝑠 and 𝑉𝑅_𝑙𝑜𝑠𝑠 demonstrates the enhanced performance of the HAR-CSAHDL 

technique on capturing patterns and relationships. 

 

Fig. 5. Loss curve of HAR-CSAHDL approach on USC HAD database 
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The comparative statement of the HAR-CSAHDL approach with recent DL models is established in Table 3. 

Table 3 𝐴𝑐𝑐𝑢𝑦 outcome of HAR-CSAHDL approach with other systems on two databases 

Methods 
UCI HAR 

Database 

USC HAD 

Database 

CNN  89.456 85.264 

LSTM  89.674 83.084 

CNN-LSTM 87.339 87.414 

Conv. LSTM 90.851 84.862 

RHAR-EODELM 95.950 95.920 

The Proposed Model 96.17 96.03 

 

In Fig. 6, the activity recognition outcome of the HAR-CSAHDL system with existing methods on the UCI 

HAR database is reported. The outcome signified that the HAR-CSAHDL approach produces maximum 𝑎𝑐𝑐𝑢𝑦 

of 96.17%. In the meantime, the CNN, LSTM, CNN-LSTM, Conv. LSTM, and RHAR-EODELM models 

accomplish decreased 𝑎𝑐𝑐𝑢𝑦 values of 89.456%, 89.674%, 87.339%, 90.851%, and 95.950% respectively. 

 

Fig. 6. 𝐴𝑐𝑐𝑢𝑦 outcome of HAR-CSAHDL approach on UCI HAR database 
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Fig. 7. 𝐴𝑐𝑐𝑢𝑦 outcome of HAR-CSAHDL approach on USC HAD database 

In Fig. 7, the activity recognition outcome of the HAR-CSAHDL system with existing methods on the USC 

HAD database is reported. The result represented that the HAR-CSAHDL approach produces maximal 𝑎𝑐𝑐𝑢𝑦 

of 96.03%. Besides, the CNN, LSTM, CNN-LSTM, Conv. LSTM, and RHAR-EODELM approaches 

accomplish lesser 𝑎𝑐𝑐𝑢𝑦 values of 85.264%, 83.084%, 87.414%, 84.862%, and 95.920% correspondingly. 

4. Conclusion  

In this study, we presented a novel HAR-CSAHDL methodology. The HDL technique involves CNNs and 

LSTM networks. Additionally, to enhance the model's performance, hyperparameter tuning is employed using 

the CSA, an optimization technique simulated by the foraging behavior of crows. The HAR-CSAHDL 

architecture leverages the strengths of CNNs in feature extraction from raw sensor data and the sequential 

learning capabilities of LSTM networks to capture temporal dependencies in human activities. The 

performance of the HAR-CSAHDL approach is demonstrated through comprehensive experiments on 

benchmark HAR datasets. 
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