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Abstract — The employee's mental health has a direct 

impact on productivity, by factors including work-related 

challenges, lengthier job durations, toxic collaboration, and cold 

war amongst coworkers. Another important aspect for 

employee retention rates in any organization is the individual's 

mental wellness. In order to maintain their employees' mental 

health and level of engagement at work, every organization 

strives to provide a healthy atmosphere. However, the majority 

of the staff members used diplomacy to resolve their issues. A 

solution to aid the employees with their mental health is 

therefore desperately needed. A computer vision solution is 

proposed to detect the employees' mental health while they are 

at work and helping them become daily conscious of their 

mental health utilizing a data analytics dashboard. Additionally, 

our solution uses a machine learning recommendation system to 

help users determine when to work and when to rest for 

increased productivity. 

I. INTRODUCTION (HEADING 1) 

Emotions are well-known to have a significant impact on 
human life. Human faces can divulge how anyone is feeling 
or in what temper they are at a number of instances or 
moments. When communicating, human beings are efficient 
of performing hundreds of exceptional facial expressions that 
vary in complexity, intensity, and meaning. Subtle differences 
in one or greater awesome characteristics often sign emotion 
or intention. Its interpretation can also trade relying on 
whether or not one or extra facial movements are existing or 
absent. Additionally, no matter having a comparable ordinary 
morphology, a number of facial expressions can convey a 
range of meanings relying on their depth. I will employ an 
existing simulator that can read or compare facial expressions 
to be able to capture human emotions in order to represent the 
subtlety of face expression in non-verbal communication. This 
programme detects subtle differences in face expressions, 
extracts features and associated motion information, and 
estimates expression strength. A healthcare system is created 
that concentrates on the emotional components of the 
employee in order to cope with bad emotions in daily life and 
to improve mental states. In order to raise users' good feelings 
and decrease their negative emotions, such as sadness, anger, 
and fear, the system includes emotion detection to recognise 
users' present emotional states. 

A better facial emotion recognition model to address the 
aforementioned issues. ResNet-50 serves as our network 
infrastructure. Convolutional neural networks, activation 
functions like Rectified Linear Unit, and batch normalization 
are employed to enhance the model's capacity for 
convergence. It can be confirmed by the simulation 
experiment below that the proposed face emotion recognition 
method performs recognition better than the most 
sophisticated method. 

II. DATASET 

 The model has been trained using FER-2013. The 

training set of the FER-2013 dataset consists of 28,000 

labelled images, whereas the validation set and test set each 

have 3,500 tagged images. The seven emotions that are 

included in the FER-2013 images—happy, sad, angry, 

terrified, surprise, disgust, and neutral—is assigned to a 

particular image, with joyful being the most common and 

providing a baseline of 24.4% for random guessing. Both 

posed and candid headshots are included in the FER-2013 

pictures, which are grayscale and 48x48 pixels. By combining 

the results of Google image searches for each emotion and its 

synonyms, the FER-2013 dataset was created. 

 

 
Figure 1. Examples of facial emotions from the FER-2013 dataset 

III. METHODOLGY 

Convolution 

Convolution is an operation that creates a third function by 
combining the results of two functions (f and g). One of the 
most crucial processes in signal and image processing is 
convolution. It may work in 1D (for example, speech 
processing), 2D (for example, image processing), or 3D (for 
example, video processing). 

A picture can be altered using the convolution approach, 
which applies a kernel to each pixel and the pixels around it 
over the entire image.. The size and values of the kernel, which 
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is a matrix of values, control how the convolution process 
transforms data. 

These steps are part of the convolution process.  

(1) It lays the kernel matrix over each pixel of the image 
and multiplies each kernel value by the corresponding pixel it 
is over in order to make sure the entire kernel is contained 
within the image. 

(2) After that, adds the values from the multiplication and 
returns the total as the updated value for the centre pixel.  

(3) The entire image is subjected to this process 
repeatedly. 

 

 

Figure 2. Example of Convolution Operation 

Batch Normalization 

The mean and variance of the inputs to each layer are fixed 
during a normalization stage in a neural network to achieve 
batch normalization. It is not practical to use the global 
information in this phase when stochastic optimisation 
techniques are being used. The normalization should ideally 
be carried out during the entire training set. As a result, 
normalisation is restricted to every mini-batch during the 
training phase.  

Let B be used to represent a mini-batch of size m of the 

complete training set. The mean(μ) and variance(σ) of the 
mini-batch could be denoted as  

μB =  
1

𝑚
 ∑ xi

m
{i=1}   (1) 

σB
2 =  

1

𝑚
 ∑ (xi − μB)2

m

{i=1}

 (2) 

Use the mean and standard deviation discovered to 
normalize the hidden activations. To do this, we'll take the 
mean from each input and divide the total by the smoothing 
factor (𝜀) plus the sum of the standard deviation. 

𝑥 =
(𝑥𝑖 −  𝜇𝐵)

𝜎𝐵 +  𝜀
 (3) 

By preventing division by a zero value, the smoothing 
term ( 𝜀 ) ensures numerical stability inside the operation. 
Rescaling and offsetting of the input happen in the final 
operation. Here, 𝛾(gamma) and 𝛽 (beta), two elements of the 
Batch Normalisation algorithm, enter the scene. Re-scaling(𝛾) 
and shifting( 𝛽)  the vector containing the results of the 
previous operations are accomplished using these parameters. 

 

𝑥𝑖 = 𝛾𝑥𝑖(𝑛𝑜𝑟𝑚) +  𝛽 (4) 

Rectified linear unit 

A rectified linear unit (ReLU) is an activation function 
that addresses the problem of vanishing gradients and adds 
the property of non-linearity to a deep learning model. The 
most popular activation function used in deep learning 
models is the Rectified Linear Unit. If the function receives 
any value less than 0, the function returns 0, but if it receives 
any positive value x, it returns that value x. So it can be 
written as  

𝑓(𝑥) = max (0, 𝑥) (5) 

 

This is comparable to having no hidden layers, which 
means that matrix multiplication applies to all layers that lack 
activation functions. Layers don't matter; all they do is 

multiply matrices. Therefore, the network's capacity to 
approximate is highly constrained. We chose to employ a 
nonlinear function as the activation function for the 
aforementioned reasons, making the deep neural network 
more powerful and able to mimic nearly any function rather 
than just a linear combination of inputs. Unilateral inhibition 
is the process by which ReLU, a piecewise function, converts 
all negative values to zero while leaving the positive values 
unchanged. To put it another way, if the input is negative, the 
function will produce zero, which will prevent the neuron 
from being engaged. Because just a small number of neurons 
are active at once, the network is sparse and hence very 
effective for computation. The advantages of the Rectified 
Linear Unit function are:  

1) Both a saturation zone and a gradient disappearance 
don't exist. 

2) The rectifier function's ability to provide a real zero 
value makes it useful. 

3) The max() function is all that is necessary to implement 
the rectifier function. 

ResNet50 

ResNet-50 is a convolutional neural network that consists 

of 50 layers. Numerous computer vision applications use 

neural networks known as ResNet or Residual Networks, as 

their foundation. ResNet's major innovation allowed us to 

train extremely deep neural networks with layers upto 150. 

Figure 3. Rectified Linear Unit 
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Figure 4.  ResNet-50 Architecture 

The 'Vanishing Gradient Problem' is a serious drawback 

that needs to be addressed in convolutional neural networks. 

Gradient value greatly reduces during back propagation 

therefore weights scarcely change at all. ResNet is employed 

to get around this. It uses the "SKIP CONNECTION" feature 

i.e. Adding the original input to the output of the 

convolutional block. 

 
Figure 5. Skip Connection 

A skip connection is a straight connection that skips some 

model layers. 

IV. RESULTS AND DISCUSSION 

The performance of the model in the FER-2013 dataset was 

examined in terms of accuracy, loss graph in both training 

and testing data.  

With the RESNET-50 model, accuracy of 69% is acquired 

which can be used in real time to obtain and record the 

emotions of the employee. 

 

 
Figure 6. Model accuracy graph 

  
Figure 7. Model loss graph 

  
Figure 8. Heat Map 

The system first loads the model then loads a pre-trained 

haar-cascade to detect faces in the image then we take a 

stream of images from the webcam then for each image we 

detect faces, extract them then feeds them to the model in 

order to predict the expression of the face then display a 

bounding box around the face with expression labeled on top 

of it. Then the results are displayed in the dashboard. 

 

 
Figure 9. Dashboard 

V. CONCLUSION  

The idea of this project was to develop an emotional 

recognition system by applying computer vision techniques 

and utilizing the advanced feature extraction and face 

expression classification detection algorithm. This study 

examines a more effective face expression recognition 

system and proposes a deep residual network-based method 

for identifying facial expressions. ResNet-50 residual 

network, a commonly used convolutional neural network 

approach, is used since it did well in the multi-classification 

test. Through the testing of the data, the obtained results show 

that the method proposed forth in this research has good 

accuracy and a good emotion recognition that can be used for 

real time purposes. The data obtained from the model can be 

stored and used to present the data in form of visuals in a 
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dashboard. Dashboard includes both weekly and monthly 

report of the employee emotions which can then be used to 

assess the mental health of the employee. 
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