A Review on spatial data classification on land usage and land cover using feature extraction and classification methods
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Abstract — Multispectral satellite images are essential source of information in the Land Usage and Land Cover (LULC) observation which is accomplished by the classification of LULC spatial data. Nevertheless, the mapping of extensive regions with spatial boundaries in spatial data is costly process. The Land Cover (LC) information describes an information source for different kinds of logical research. The classification of LC dependent on satellite information is mostly challenging assignment, and an effective classification technique is required. Most examinations have revealed that the predominant execution of image investigation on various landscape types namely urban regions, water bodies, and forest lands but, these observations have difficulties while choosing the ideal scale of segmentation, which can fall in the under or over segmentation. The different classification techniques in spatial data analysis have their own constraints, advantages, preferences and detriments, and no single strategic technique is ideal for all cases. This paper outlines and examines different soft computing methods and feature extraction strategies which are utilized for LULC spatial data classification. In view of the average error rate, exhibitions of different soft computing strategies are assessed.
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I. INTRODUCTION

The previous three decades have seen proceeding with improvements in the territory of pattern acknowledgment. Examining the algorithmic parts of pattern acknowledgment has continued by the advancement of instruments that are equipped for delivering high volumes of information, incorporating pictures with progressively better spatial and spectral resolutions [1][5]. The classification of Remote-sensing images has greatly attracted because the end results this kind of research are extensively used in many environmental, military, and financial applications. The experts in spatial and environmental research have attempted incredible endeavors in creating methodologies of classification and procedures for enhancing characterization precision [2][3]. However, it is remain a great task of characterizing spatial information into a thematic map because there exist numerous factors such as the complexity of investigation territory, remotely sensed and detected information, and image pre-processing may influence the accomplishment of classification task[5]. Though, past research is particularly worried about classifying the images [4], a audit of classification methodologies and procedures isn't accessible. In recent years, development of new characterization algorithms and systems will be exceedingly significant for controlling or choosing an appropriate technique for a particular report.

After 30 years of satellite remote sensing, the clients access complex statistical spatial data and neural calculations for both fuzzy and hard characterizations of their information. As indicated by model of progressive structure of spatial data, the machine learning research and innovation is classified into two categories such as Surface Learning (SL) and Deep Learning (DL). The models in Surface Learning are regression methods, Support Vector Regression (SVR), neural networks. The Deep Learning (DL) is more complex and expressive strategy, and the Transform Learning (TL) is one sort of the DL. The conventional machine learning techniques need lots of training information for adjustment, which requires bunches of labor and material assets. On the other way, from the existing information, the TL can exchange information to boost the learning assignment in new condition, which does not require the indistinguishable conveyance theory as in the traditional machine learning [6][7][8][9]. Thus, by using the TL, clustering method of the Deep Convolutional Neural Network (DCNN) is transformed into task of extraction of the developed information. At first, the linear disposal model that depends on DCNN is set up to acknowledge self-learning system. This system will be trained by an example of training and learning features which are extracted from an image. In order to deal with the multispectral images, new optimal techniques are required [10]. The research and innovation in the soft computing includes accumulation of systems that abuse a resistance for vulnerability and imprecision to accomplish a minimal cost arrangement and tractability. The main aim paper is to audit and highlight the problems and challenges in the spatial data feature extraction and classification techniques utilized for LULC. This paper motivates the researchers and innovators for further research work in spatial data classification strategies. This review paper is composed as follows: Section II presents the overview of development of Landsat data. Section III gives several recent papers on LULC classification methods. The conclusion is made at the end.
II. DEVELOPMENT OF LANDSAT DATASET

The execution time of Landsat imagery offers analysts an opportunity to gain bits of knowledge into the patterns that are essential when checking LC changes [11]. Haack showed that Landsat pictures are utilized to take care of issues of having insufficient data on the quality of an image, particularly in growing regions. Moreover, if commercial satellite pictures are utilized, the cost of covering bigger territories can be more expensive. But, the free access of Landsat satellite images provides the opportunities to the analysts who can’t manage the cost of commercial satellite images as a result of the higher costs [12][13]. Because of using these resources as a free of cost, these images solve the issue of numerous assets obliged specialists. Landsat images are enhancing continuously because the new generation satellites are being equipped with better sensors [14]. Landsat information is arranged by a system of basic frameworks situated in various regions of network of the universal co-administrators (UC) and different network stations claimed by USGS [15]. At the end of year 2016, over 57% of the spatial images captured by USGS were from this activity. But still, it is one of the best source of spatial data sets to get the spatial images. This is on-going consolidation program. However, the USGS has little information gaps because of the difficulties in changing over the information gathered from a portion of the UCs, since they are in obscure arrangements or not in good condition.

A. Data preprocessing

Pre-processing of spatial image includes the recognition and reconstruction of awful image data, geometric amendments, atmospheric adjustments, radiometric alignments, and topographic revisions. If the distinctive spatial subordinate data is used, information change among different sources and the quality assessment of this information are also important to be considered before that is used into machine learning classification methods. The precise geometric amendment or image enhancement of satellite data is essential for spatial information.

If a solitary-date image is used in the classification, the atmospheric corrections and radiometric rectification may not be needed. Whenever multispectral or multisensory spatial data are used, the atmospheric adjustments are required. This is particularly true whenever multisensory spatial data such as Landsat-8, radar data and SPOT sensory spatial data are coordinated for an image arrangement. An assortment of strategies, starting from basic relative alignment of image data and subtraction of dark-object in an image data depend on complex structures, have been produced for the atmospheric correction and radiometric standardization and correction.

B. Feature Extraction in Spatial data Processing

In any classification process, Feature Extraction (FE) is an essential step for extracting useful information. The main aim of FE in spatial image processing using machine learning methods begins with an initial set of raw spatial data and generates the optimal featured and useful data. The FE is used for the dimensionality reduction and optimal featured data for generating the spatial patterns to analyze the spatial data. Whenever the size of the input spatial data is very large, then it is transformed into a minimal set of optimal features which is represented as feature vector. The three major advantages of FE in the spatial image are as follows:

- Dimensionality reduction to get the minimal features.
- Input optimization.
- Improve accuracy with noise reduction and reduced features [16].

This feature vector will be the advanced contribution of any machine learning method [17]. In most cases, change vector investigation (CVI) is utilized for FE. The neural network system or SVM is generally used for generating the optimal features. But, in some cases principle component analysis (PCA) gives fine results with Simultaneous Self-sorting out Maps (SSOM). In many cases especially in spatial data, spectral features, and spatial features are considered from the input satellite images to find the reduced features. Local Binary Pattern (LBP) technique gives viable method for investigating surface feature strategies. It has a joined property of statistical and structural surface examination strategies [18]. The gray level co-event matrix is used to separate the formal territory boundaries between spatial structures with high spectral resolutions [19]. The Scale-invariant Feature Transform (SIFT) is one of the component oriented method for characterization of spatial data LULC. The LBP is the most broadly utilized FE technique in computer vision and pattern acknowledgment [20]. The heterogeneous features in a spatial image can be eliminated using the Partitioned feature-based classifier (PFC) and it improves the accuracy [21]. Clustering based sparse coding technique is utilized for extracting spatial features to classify multi spectral images [22].

C. General Methods for spatial data

The machine learning classification methods require prior knowledge for prediction and classification of image data. One can control the classification process, even though getting processed image data and training model is costly and time consuming. In the supervised machine learning model, the system of classification method is employed to train the system model with the given training data sets. In an unsupervised approach, the system model is used to group the data into different categories by using clustering algorithm. In an unsupervised classification, the human error occurs in low percentage. The spatial data such as LULC data analysis is useful for various environmental, military applications, private and public administration tasks. Remote sensing imagery is a primary source to generate land use and land cover spatial data[23][5]. The traditional classification methods may not handle uncertainty in the complex spatial data. In order to find a solution to this kind of problem, the object based classification methods are employed to classify the image data into multi objects of different sizes based on spatial-spectral features [24].
D. Land Use and Land Cover Classification data

LULC classification means segmenting multispectral satellite images into various land cover classes such as water, built-up land, farmland, forest land, bare land, etc. Different soft computing techniques used for LULC classification are SVM [25-28], Bat algorithm [29], Fuzzy Set logic [30], Data Minimizing algorithm (EML) [31] and so on. Each technique is demonstrated based on its accuracy rate. The rate of classification accuracy depends mainly on the resolution of the image and function extraction methods.

Quadratic discriminant analysis (QDA) is used in [32] for LULC classification based on spectral features.

E. Agriculture Land and Crop Identification

Soft computing techniques were used to classify various types of agricultural crops, such as coconut tree, banana tree, maize, paddy fields, wheat, etc. The classification of agricultural land and crops is more difficult than the LULC classification. Different crop species with individual color, texture, color, etc. Based on the different texture and colors of different species, the accuracy of the soft computing techniques is used. Various soft computing techniques for the identification of agricultural land and crops are SVM[33-34], CNN, Genetic programming (GP)[35], Double crop-lands based on Continuous Wavelet Transformation (DCCWT)[36].

III. LITERATURE REVIEW

There are several methods suggested by researchers on the spatial images learning strategies. In this scenario, important contributions towards spatial image classification are given in the table below.

Table 1: Outline of various classification methods

<table>
<thead>
<tr>
<th>Author</th>
<th>Methodology employed</th>
<th>Advantage</th>
<th>Performance measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>G. Zhang, et al., [25]</td>
<td>In this paper, a novel deep CNNs based method were implemented for very high resolution image classification[25].</td>
<td>For land cover types, the classification accuracy is greatly improved[25].</td>
<td>Producer's accuracy and user accuracy.</td>
</tr>
<tr>
<td>L. Xia, et al., [26]</td>
<td>In this paper, an automatic classification model for remote sensing data was proposed[26].</td>
<td>The paper discusses automatic classification. This may reduce the labor cost for classification of land cover data</td>
<td>Producer's accuracy and user accuracy.</td>
</tr>
<tr>
<td>T. Wu, et al., [27]</td>
<td>To establish this method, an automatic sample collection scheme for Object oriented Hierarchical Classification (AOC) was presented[27].</td>
<td>The method increases the degree of automation in the land cover updating.</td>
<td>Producer's accuracy and user accuracy.</td>
</tr>
<tr>
<td>L. Bruzzone,</td>
<td>This paper presented a multilevel segmentation</td>
<td>The multilevel segmentation</td>
<td>Accuracy and Kappa coefficient.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Author</th>
<th>Supervised model for pixel-based system [28], algorithm models the neighborhood of a pixel and proper objects are generated.</th>
<th>As the advancement in sensors, the cost of data acquisition is reduced.</th>
<th>Producer's accuracy, user accuracy, overall accuracy and Kappa coefficient.</th>
</tr>
</thead>
<tbody>
<tr>
<td>H. Lu, et al., [29]</td>
<td>DCNN and TL (DTCLE) was proposed[29].</td>
<td>In FLICM algorithm[30], fuzzy factor is formulated without setting any simulated parameter[30].</td>
<td>Percentage Correct Classification (PCC), kappa coefficient, detection rate and false alarm rate.</td>
</tr>
<tr>
<td>J. Ma, et al., [30]</td>
<td>Fuzzy Local information c-means clustering algorithm (FLICM)[30].</td>
<td></td>
<td>This is a context insensitive free model.</td>
</tr>
<tr>
<td>N. S. Mishra, et al., [31]</td>
<td>Fuzzy c-means (FCM) and Gustafson-Kessel clustering (GKC) are used.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

CONCLUSION

This audit concentrated on the advancements of LULC spatial data classification strategies and deciding the most ideal methods for utilizing Landsat images in LC arrangement. The LULC spatial data characterization has kept on being a critical application, particularly with the constant presentation of advanced sensors for spatial images and the adjustment in spatial image access methods ranging from a business methods to a free data access methods. The new LULC images have enhanced characteristics namely high spatial, spectral and temporal goals. The way that LULC image can be accessed freely for any area on Earth is an additional preference. The major strength of LULC spatial data is that it describes the characterization of spatial data as the real world objects. But still, the spatial image data classification strategies have limitations in finding the suitable scale for segmentation. The challenge is to handle misclassification. This paper gives an overview of classification algorithms for LULC and also evaluates the existing methodologies by means of advantage, limitation and performance measure. Additionally, this paper evaluates the concerns faced by the existing methodologies. Still, there is much work to be done on satellite images for delivering better outcome. This paper will help the readers and researchers to understand the state-of-the-art in combination of different classifiers and motivate more meaningful works.
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