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Abstract: The achievement of any educational institute is depending upon the performance of students. The prediction of student performance and its analysis are very essential factor for improvement of institutes. There are many attributes which affects student performance like attendance, internal marks, final marks etc. This type of prediction helps teachers and institutes to identify weak students to improve their marks and for taking variety of quick decisions on any situation. In data mining, there are various methods like classification, regression, association and clustering used for analysis of performance. These techniques are used in education field known as Knowledge discovery database (KDD). This is used to find latest hidden patterns from student data base for the analysis of performance. This paper presents a survey of the literature on student performance using Decision tree and different algorithms of decision tree in Educational field.
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1. Introduction:
In today’s educational institutes, student performance is very important part of achievement for any institute. Many institutes are used final grades for evaluating the performance the students. This grade contains many attributes such as attendance, internal marks, final marks and extracurricular activities. These attributes are affects the performance of the students. It is very essential to predict and analysis the performance of students. This prediction helps teachers to identify weak students and to improve their marks and used for taking variety of quick decisions on any situation. Various data mining methods are used for prediction and analysis of student performance. In this paper, we briefly reviewed the concepts of data mining, Educational data mining, and uses of decision tree classification techniques.

2. Data mining:
Data mining is a method of extracting information from large amounts of data and it ignores rest. It is related with theories, methodologies and computer systems for mining from large amount of data. There are various techniques in Data mining to predict future developments and performance. These techniques are helps to take knowledge-driven decisions and for taking variety of quick decisions on any situation. Basically Data mining uses additional direct approach and it can work easily on large projects or in the form of unbalanced data which requires constant updating. Generally, it contains planning phase, risk analysis phase, development and testing phase and evaluation phase [1].
3. **Educational data mining:**

The modern educational institutes and organizations are apply data mining methods to take better decisions to grow and enhancements of educational organization. The powerful tools of data mining are uses for analyzing and extracting the unseen designs and interactions from the data. This technique is applied in educational environments for preprocessing of the data. The information is generated from educational institutes where research work is happen called as Educational Data Mining [2].

4. **Decision tree:**

Decision tree is one of most popular and powerful classification techniques in data mining. All science and technology are exploring large and compound type of data to find some relevant and useful information for modeling and making the process more efficient, cost-effective and accurate. Basically, Decision tree is executed in decision theory and statistics. The decision tree algorithm is very beneficial in data mining for handling a variety of nominal, numeric and textual type of response documents and various datasets where datasets having a large number of errors and missing values[3]. In this paper, a survey is related with the concepts of data mining in Educational field, different classification techniques used in Educational data mining for improvement of student performance. This paper focuses the role of decision tree, different algorithms of Decision tree and comparative study of other classification techniques with Decision tree.

5. **Review of Educational data mining using Decision Tree:**

Shahiri et al had suggested that in Educational data mining method, Prediction of student’s performance was constructed by using different tools of data mining namely, Regression, classification and categorization. The most famous task is classification which is used to predict the student performance. Different algorithms are used in classification for predicting the student performances. Amongst all algorithms, Decision tree, Artificial Neural Networks, Naïve Bayes, K-Neighbor and Support Vector Machine are popular[4].

Ankita A Nichat et al had focused on the improvement of prediction and classification techniques such as Decision Tree, based on their academic performance. In this study they had constructed a classification model which classifies student performance and guide the students towards the achievement of good score and would help them to taking timely decisions. They have used C4.5, ID3 and adapted a greedy approach. In this algorithm there was no backtracking and this design was based upon cross-sectional area. This research would help to the teacher that on which topics student was weak to prevent academic risk and desertion [5].

Mrinal Pandey et al has proposed a classification model namely decision tree algorithm for prediction the future grades of the engineering students in their final university examinations. Here, data mining techniques were used for absorbing the relevant information from large and compound data for analysis of data and predictions. Classification is most popular techniques in data mining. Classification is an unsupervised technique which uses to differentiate the predefined class labels. There are various popular classification techniques namely, Bayesian network, neural network, Genetic algorithm and Decision tree. There were many
factors to affect the performance of students. Decision tree was developed by considering some major factors and classification of students along with their grades. Four different decision tree algorithms were compared namely, J48, NB tree, Reptree and Simple cart. Out of these algorithms, J48 decision tree was found to be the best suitable algorithm for construction of model. This technique helps to predict future development based on previous records. WEKA software is used for construction and evaluation of model [6].

Kolo et al had given a decision tree approach for predicting academic performance of the students. This was necessary to predict student performance for improvement of the quality of education. This research has considered some factors that affect the student performance namely, personal, social and economic. The study was carried out to identify factors that will affect the academic performance of students and predict the academic performance of students as either pass or fail with the help of decision tree [7].

Acharya et al were applied different Machine Learning Techniques for prediction of student results and to predict the performance of student early by using previous semester results. The objectives of the study were to identify the attributes and examination pattern of students, perform and classify features selections which were used for classification. Three learning algorithms were used such as decision tree C4.5, Naïve Bayes and 1-Nearest Neighborhood. To analyze the various algorithms, Paired t-test were used .To check the efficiency of model, Kappa statistic and F-test values were used [8].

Daud et al had predicted the student performance by using different types of characteristics like academic record, family assets, income of a family and personal information. Study has been observed that expenditure of a family and their personal information might be affects the performance of the students and decrease the interest and concentration in their studies. In this proposed method, SVM, BN and NB classifiers were performed better than C4.5 and CART [9].

Madhankumar R et al were predicted the performance of students related to previous academic performance parameters, involvements in socio economic activities. To construction of the model the Decision tree algorithm has used and compared the impact of various attributes on students performance. This would help to identify the weak students and management to take timely decisions to improve the student performance [10].

Twinkle Chawla et al has found the factors that affect the performance of students and to find weak students that could give some helpful action to increase their academic performance. They have utilized greedy techniques to produce decision tree. J48 algorithm was used for splitting the datasets and also analyzed the normalized information gain [11].

Kabakchieva et al has been focused on development of data mining models for predicting the performance of student. Author has been used classification methods such as a Rule Learner, Decision tree, a neural network and K-Nearest Neighbour method for predicting a performance of students. The four classification models were compared and evaluated with Kappa Statistic, True positive, false positive rates, Precision, Recall, F-Measure and ROC Area [12].
Zeng et al had used survey data to develop a decision Tree model for forecasting the popularity of large number of Chinese colleges with average passing score. Author has been proposed efficient decision tree based on splitting criterion and decision tree pruning [13].

Khobragade et al had proposed a model on prediction of academic failure of students using Data mining Techniques. The objective of the research was to identify the failure of students to avoid them from dropping out and improve their academic performance. The Decision tree algorithm would help the Teacher and students to improve their performance by changing some regulation in their teaching methodologies. This study would help to teachers and Principal to make suitable provisions to increase the ability of students in their academics [14].

Pumpuang et al has proposed and compared the classifier algorithms for model of Course Registration Planning. The proposed model was used to predict the grade point average (GPA) of undergraduate students. NB Tree was showed the best predictive measures and selected as Course Registration Planning model for the students [15].

Taruna et al had compared five Classification Techniques namely, Decision tree, Naïve Bayes, Bayesian Network, NB Tree and K-Nearest Neighbor methods for engineering students for predicting performance of grades. Attributes were selected by Gini index, Information gain and Gain ratio for decision tree model. As a result, Decision tree J48 was best appropriate classifier for the datasets [16].

6. Conclusion:

Decision tree algorithms such as ID3,J48,C4.5,NB tree, Reptree and Simple cart used for predicting student performance and helps to Teacher and students to improve their performance by changing some regulation in their teaching methodologies.
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