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Abstract:
The crisis of detecting errors, different patterns, duplication, and misbehavior are known as Anomaly detection. The problem based on applications is anomaly detection, and it is considered as one of the leading research. Different non-conforming patterns, aberrations, peculiarities or exceptions in a range of application domains are often referred to as anomalies. The other aspects from these are the duplicate records, error, misbehavior based data which have been treated as anomalies. Anomaly detection was normally used in online applications such as banking, credit card fraud, insurance, and healthcare. In recent database management system meets issues every day due to increased volume of data and it is a difficult problem for database administrators. Digital library, e-commerce records have a different data structure and different schemes. It makes a little response in terms of time, relevancy, security and poor quality in probing and managing the huge amount of data.

Keywords: Anomalies, e-commerce, Digital library novel framework

1 Introduction:
For keeping repositories with quality data, this situation needs a solution after reducing "dirty" data like replicas, identification errors, and different patterns for same data. It also affects the speed or presentation of DBMS and this kind of issue can rectify by providing a quality data improved with managed database. Here in this research, the main goal is to supply a novel framework to handling duplicates, removing the error, correcting the error, aligning data in application specific domains. The contribution of the novel framework is:

- Analyzing the data, before and after deployment.
- Verify the attributes of each data entity before deployment and persist a log for future verification.
- Check the input data with link and without a link.
- Make and compare data index each time of data manipulation for finding duplicates.

2 Creation of Novel Framework
In the earlier, any problem in data requires more manual work, and it is a tedious task. Testing is a development that can be applied before and after deploy the software in the real time industry. Testing of Regression is one of the ways which detects the problems early in the application's process. One of the stable solutions is clearing the data before used in the application. Data cleaning concept is used to reducing the duplicate, removing error and aligning the data in a correct manner such as how the application is going to access the data.

It is provoked to afford a most general, application specific approach by comparing with the existing approaches discussed in the literature review, for de-duplication, error-free data by verifying the data attributes and log file of the data shaped during data creation. For providing a better solution in this research, a novel framework is presented here, where it cares about all the necessary functions to provide a quality data for the application. The entire architecture of the proposed framework is shown in figure 4.2. The main objective of this research is to provide an automatic data cleaning method using a novel framework presented here. The automatic tasks assigned in the framework can sense anomalies and improve the quality of the data which is going to use the application software. The simulation based experiment has been obtained from DOTNET software, and the routine metrics have been compared with the existing systems result.

Proposed System Model
The entire work is divided into four phases such as (i). Data verification is before and after the creation of the data on the contribution of the novel framework (ii). Attributes of the data have been confirmed according to the application where the data is going to be used (iii). Data have been verified while getting manipulated during application execution (iv). Data verified while getting manipulated during application execution and these phases is shown in figure 4.1 clearly.
During the application execution, data is connected either in connection based or not connection based. This connection based and connectionless based are available features integrated with the RDBMS "SQL-Server." The input data perfectness has been verified by alignment of the data, size, attributes, and duplicate. Once the investigation report says that the data is faultless, and then the data will be served by the specific application and persisted, else the data will be eliminated from the data storage. The perfectness has been carried in four stages. The data verification is before and after deploying the application.

Experimental Datasets
In this Paper, a set of real-world datasets is experimented and verified the performance of the proposed framework. The datasets used for an experiment during the entire framework is given in the following table 1. It gives the information about dataset name, number data in the dataset and the main attributes used for the test. For attribute verification, the main attributes used in this experiment. With the input datasets given the application, the attributes of the synthetic datasets have been verified.

The data manipulation has been handled based on the data, in the application such as data insertion, editing data structure, editing data, updating data, deleting data and searching data. The DBMS itself verifies the data size, data type, alignment, ID of the data and data format during these data manipulations.

It is well known that if any contradiction occurs in the data, there will be DBMS error created automatically by the DBMS software. However, the chief aim is to provide quality application software which can do data cleaning by itself in each stage of the process.

### Table 1: Experimental Datasets

<table>
<thead>
<tr>
<th>Number</th>
<th>Dataset Name</th>
<th>Number of data</th>
<th>Number of Duplicate Records</th>
<th>Number of Error Records</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Cora Bibliography</td>
<td>1295</td>
<td>95</td>
<td>10</td>
<td>Author-id, author name, year, title, venue, the number of pages, volume, and DOI</td>
</tr>
<tr>
<td>2</td>
<td>Restaurant</td>
<td>864</td>
<td>112</td>
<td>13</td>
<td>Name, address, city, state, specialty</td>
</tr>
<tr>
<td>3</td>
<td>Synthetic dataset generator</td>
<td>32</td>
<td>5</td>
<td>5</td>
<td>Name, surname, address, locality, street, city, pin code, phone number, personal ID</td>
</tr>
<tr>
<td>4</td>
<td>User Defined</td>
<td>100</td>
<td>10</td>
<td>10</td>
<td>Name, Acc No, address, city, state, balance, pin code, personal ID</td>
</tr>
</tbody>
</table>

### 3. Results and Discussion

The synthetic dataset is the banking dataset which is user defined and also created by the user. For evaluating the performance of the framework by experimenting the algorithm and entire process of the other datasets used are real-time benchmarking datasets. There is a possibility of changing manually as error data among some of the data in the banking. Remaining data are duplicating by the user itself to confirm the duplication and error correction. Error created by changing the data size and data design dynamically.
For dynamic comparison, some of the data was perfectly checked and considered as the good data and these complete datasets are used as a benchmark data by the user. It happens in parallel. During the application based data manipulations, the result of the framework is examined by checking the duplication verification, error identification, and error correction functions. All the findings are applied using the user proof pair based comparison in this experiment.

The research-based data cleaning has been given in the following figure 1 and figure 2. From the experimental results, it has been gathered that total number present data versus many duplicate data; error data have been sensed without human intervention by the software which has been compared with the manual results. There are four datasets used for the experiment, 90, 115, 5 and 10 are the number of additional data exist in the KDD 99, Cricket, Hockey and KDD 2001 correspondingly. Out of this, 100, 120, 10 and 19 are all identified as replica data automatically by the framework.

This manual duplication versus automatic duplicate detection has been shown in 1. In the four datasets, the number of existing error data is 8, 11, 4 and 10. Out of this 11, 14, 8 and 15 number of data is detected as error data constantly in the experiment by the framework and it is shown in 2. One of the major objectives of this research is to detect the error data and correct the errors automatically by the framework to improve the quality of the application software.

It is also confirmed in this experiment using the framework, and the result has been shown in figure 3. From figure 3, it is clear that the number detected error data are 10, 13, 5 and 10 for KDD 99, Cricket, Hockey and KDD 2001 respectively. Out of this, 3, 4, 3 and 5 are the number of error data are rectified automatically by the framework in KDD 99, Cricket, Hockey and KDD 2001 correspondingly. From this, it has been completed that nearly 95% to 98.5% of the error data has been corrected by comparing with the benchmark datasets.
Also, another purpose of this research is to de-duplicate the data without disturbing a new data having less percentage of variation than the present data. In this experiment, it has been also confirmed that some data are de-duplicated with and without removing the data eternally. In the four datasets KDD 99, Cricket, Hockey and KDD 2001, 90, 10, 2 and 9 number of data is duplicate data. Out of this 5, 100, 3 and 5 number of data is de-duplicated by comparing with the existing benchmark data entirely in block level.

At the same time, 90, 10, 2 and 9 number of data is removed permanently from the dataset and those data are not able to include after successful changes on the data. This de-duplication of the dataset is shown in figure 4. From given figure 1 to figure 4, it is evident, and it is completed that the novel framework can do data cleaning based anomaly detection automatically then the present approaches discussed in the literature survey.

![Figure 4. Data De-Duplicated vs. Duplicate Data Deleted](image)

### 4. CONCLUSION:

Here in this paper, the main purpose is to provide an error free and non-duplicated data to get better in the application software and its performance to the present data computing industry. For this, a novel framework is offered here with automatic detection and rectification of duplicate, error, and alignment based processes. The experiment is handled on four different datasets with the most number of similar attributes to assess the performance. The experiment is handled in .DOTNET software and the results are established. From the obtained results, it is clear that the proposed framework is better for improving the quality of data in the application software. In future, the performance of the framework is confirmed with more number of systems connected to cloud surroundings and client-server technique.
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