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Abstract: Multi-document summarization is used for generating the summary of the documents which will provide the central idea 

about the documents in short. As large amount of information is available on internet, there is a need of system that can provide 

informative summary in a short time period. In this paper, we have proposed a system generating the summary of multiple documents 

related to a particular topic as well as it will show summary of particular document. In our proposed system, we use tokenization and 

stopword removal method as a preprocessing step of latent dirichlet allocation (LDA) model. Our approach also uses sentence 

clustering and term frequency algorithm for generating short text summary.  

Keywords – Summary, Stop-word removal, Clustering, Term frequency  

 

1. INTRODUCTION  

  

   As large number of documents are available on the internet, it seems difficult to get the required information related to a particular 

topic. In order to solve this problem, we have proposed a multiple documents summarization using sentence clustering. Using this 

summarization system, user gets the short informative summary related to a particular topic from multiple documents. Instead of 

reading number of documents for particular topic, user can make use of this system to get topic related information. It will save the 

reading time of user and user will get the lot of topic related information in short time period. This system generates the summary of 

multiple documents of .txt and .pdf file formats. Also user gets the summary for multiple topics if all that topics present in a particular 

document. System also provides the documents related to a searched topic among the collection of documents before generating the 

summary. For generating summary, we use following steps:-  

• Firstly we use tokenization and stop-word removal method as a preprocessing step of LDA algorithm. It is able to remove the 

useless data such as prepositions, connectives, etc. to remove the irrelevant information and extract topic from documents.  

• Considering topic related search by the user, we have used term frequency algorithm to count multiple occurrence of words in 

a document and then accordingly calculate the relevant score of each document for arranging them as per their relevant score.  

• By using sentence level clustering, clusters of sentences are formed from given documents. It makes the clusters of sentences 

which are relatively similar based on a particular word.  

  

2. OBJECTIVES  

1. To summarize multiple documents into a short informative summary related to a particular topic and save the time of users.                 

2. To generate summary of the multiple documents that can be easily readable and understandable by the user.  

3. To generate the topic related summary of documents supporting more than one file formats.  

4. To provide the documents related to particular topic to the user.  

3. RELATED WORK  

    Wei Li(2010) was proposed a summarization system in which BSU semantic link network is used to generate the summaries. The 

approach used in this paper was very effective for extraction of information and providing good summaries. Baotian Hu(2015) had 

written a paper on a text summarization in which summary of Chinese text is generated using recurrent neural network. Jason 

Weston(2015) was proposed a model for the summarization of sentences and provides a short summary.   
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4. SYSTEM   ARCHITECTURE  

  

  
  

  

Figure 4.1  

  

5. SYSTEM   ALGORITHM  

5.1  Latent  Dirichlet  Allocation(LDA)  

• Latent dirichlet allocation is one of the widely used topic modeling technique. Topic modeling is used to discover the abstract 

topics which are in a set of documents. In data preprocessing steps of LDA, we use tokenization and stop word removal 

method for the keyword extraction.   

1. Tokenization :- It splits the text data into sentences and generated sentences into words. Also it converts uppercase letters to   

lowercase and remove punctuations.  

2. Stop-word removal method :- The process of removing stop-words helps to save the time and reduces  the computation. For 

extraction of keyword, we remove the stop-words by comparing them with the words in stop-words list given  

  

5.2 .Term Frequency  

• Term frequency is used to count multiple occurrences of words which are occurred in each document.  

• Most important words related to document are taken into account and the count particular term depends on number of 

presence of words in a specific document.  

• Based on this count, documents containing a particular topic are arranged in a descending order of their relevant score as 

follows :-  

               Relevant score:- No of matched words  ∕  Total no of words in a document  

  

5.3 Sentence Level Clustering  

• In this algorithm, representative documents and sentences including topics are grouped into multiple clusters using sentence 

level clustering.  

• Sentence clustering avoids the redundancy of sentences. It is domain and language independent.  

• Documents containing a given topic are only considered for the summarization. Then it makes cluster of sentences based on 

a given topic and generates the topic related summary.   

• This summary is informative and readable which will save overall time of user   

  

 
  

Figure 5.3.1  
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6. RESULT ANALYSIS  

     In our summarization system, it generates the summary of .txt and .pdf files. So first of all, we upload .txt and .pdf files and submit 

to the system. Then the users enter the topic of their interest and click on “Search” button. After searching for particular topic by the 

system, it displays only that documents which include a topic searched by user and if topic related information does not found in 

uploaded documents, then system displays “No Results” to users. Finally when users click on “Summary” button, system generates 

informative summary related to the topic given by user.  

  

  

 
  

 
  

7. CONCLUSION AND FUTURE WORK  

 Multi-document summarization using sentence clustering creates a short summary of multiple documents. Generated summary is 

easy to read and understand than existing systems. It provides important and informative sentences in the summary and removes 

repetitive sentences for saving user’s time. Our system generates the summary which contains the central ideas of given documents 

and  provides the better approach that how the multiple documents of file formats such as .txt, .pdf can be summarized into short one 

related to a particular topic. This summary will provide useful information in a short time period.  

 In future work, we plan to make system which can provide the summary of web pages and multiple file formats such as .exe, .html, 

.ps, etc. We will integrate and implement more algorithms related to various summarization approaches with our system to make our 

system that can provide the summary of multiple images and videos.  
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