A Survey on an effective incremental mining algorithm for frequent item-sets with big data based on MapReduce framework
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Abstract — Due to the increasing use of very large databases and data warehouses, mining useful information and helpful knowledge from transactions is evolving into an important research area. Thus, most of the classic algorithms proposed focused on batch mining, and did not utilize previously mined information in incrementally growing databases. In the past, researchers usually assumed databases were static to simplify data mining problems. This research presents a new scalable algorithm Delta+ for discovering closed frequent item sets. Exploits a divide-and-conquer approach. Adopts several optimizations aimed to save both space and time in computing item set closures and their supports. Propose a new effective and memory-efficient pruning technique. Algorithm is scalable and outperforms algorithms like FP-Growth, in some cases even better. The performance improvements become more and more significant as the support threshold is decreased.
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INTRODUCTION

Data mining is the practice of automatically searching large stores of data to discover patterns and trends that go beyond simple analysis. Data mining uses sophisticated mathematical algorithms to segment the data and evaluate the probability of future events. Data mining is also known as Knowledge Discovery in Data (KDD). The key properties of data mining are: Automatic discovery of patterns, Prediction of likely outcomes, Creation of actionable information, Focus on large data sets and databases.

There is a great deal of overlap between data mining and statistics. In fact most of the techniques used in data mining can be placed in a statistical framework. However, data mining techniques are not the same as traditional statistical techniques. Traditional statistical methods, in general, require a great deal of user interaction in order to validate the correctness of a model. As a result, statistical methods can be difficult to automate. Moreover, statistical methods typically do not scale well to very large data sets. Statistical methods rely on testing hypotheses or finding correlations based on smaller, representative samples of a larger population. Data mining methods are suitable for large data sets and can be more readily automated. In fact, data mining algorithms often require large data sets for the creation of quality models.
Association is a data mining function that discovers the probability of the co-occurrence of items in a collection. The relationships between co-occurring items are expressed as association rules.

**Confidence**

The confidence of a rule indicates the probability of both the antecedent and the consequent appearing in the same transaction. Confidence is the conditional probability of the consequent given the antecedent. For example, cereal might appear in 50 transactions; 40 of the 50 might also include milk. The rule confidence would be:

Association rules are often used to analyze sales transactions. For example, it might be noted that customers who buy cereal at the grocery store often buy milk at the same time. In fact, association analysis might find that 85% of the checkout sessions that include cereal also include milk. This relationship could be formulated as the following rule. Cereal implies milk with 85% confidence. This application of association modeling is called **market-basket analysis**. It is valuable for direct marketing, sales promotions, and for discovering business trends. Market-basket analysis can also be used effectively for store layout, catalog design, and cross-sell. Association modeling has important applications in other domains as well. For example, in e-commerce applications, association rules may be used for Web page personalization. An association model might find that a user who visits pages A and B is 70% likely to also visit page C in the same session. A and B imply C with 70% confidence.

**Incremental mining**

Data mining association rules are often done by computing the association rules for the whole source database. An incremental data load is a method of updating the dataset in which only new or modified records are uploaded to the project. If you perform a full data load, any records that were in the dataset and are absent in the new data no longer appear in the updated dataset.

---

**Hadoop Map-Reduce Framework**

Hadoop Map-Reduce is a software framework for easily writing applications which process vast amounts of data (multi-terabyte data-sets) in parallel on large clusters (thousands of nodes) of commodity hardware in a reliable, fault-tolerant manner. Map-Reduce program executes in three stages, namely map stage, shuffle stage, and reduce stage.
Map stage: The map or mapper’s job is to process the input data. Generally the input data is in the form of file or directory and is stored in the Hadoop file system (HDFS). The input file is passed to the mapper function line by line. The mapper processes the data and creates several small chunks of data.

Reduce stage: This stage is the combination of the Shuffle stage and the Reduce stage. The Reducer’s job is to process the data that comes from the mapper. After processing, it produces a new set of output, which will be stored in the HDFS.

Combiner stage: When a MapReduce Job is run on a large dataset, Hadoop Mapper generates large chunks of intermediate data that is passed on to Hadoop Reducer for further processing, which leads to massive network congestion.

BACKGROUND THEORY

Incremental data mining is very important to solve the temporal dynamic property of knowledge, improve the performance of mining processes and efficiency of mining results. Incremental data occurs with the passage of time. Evolutionary methods can be adopted to solve such increment. A multiply evolutionary model is built to describe incremental data evolutionary mining processes. Copy operator, cross operator and mutation operator are designed. A general algorithm for dynamic evolutionary mining is also presented. The evolutionary incremental data mining method could solve the scalable problem of data mining better, and have high accuracy and good time performance.

In fact, the processes for dynamic data, especially incremental data, were considered in early data mining research. The literature presented an iterative and interactive algorithms, which the sample data was selected from the whole data set and when new data added to the data set and the sample data selected again. If the data set is very large the iterative processes need consume much time and space resources. Based on Gold’s work, the literature presented the learning theory and technology of mining incrementally concepts through iterative learning, bounded instance space reasoning and k-feedback identity. The literature mainly deeply studied the theory of incremental concept learning, and there were no experiment analysis from the points of practical use. With the deeply research and the wide applications, the researchers and practitioners gradually attach importance to the dynamic data and more and more algorithms involved in incremental data. The literature presented an incremental association rules discovery system. The system designed a meta-data frames model Agent and an objective frames model Agent. These frames models consisted of static classes and active classes. The method in literature can effectively discover association rules of incremental data. The literature presented a Hybrid Distribution algorithm which can parallel deal with incremental data and scan data set only once. So far most the methods of mining dynamic data mainly concentrate on association rules discovery. Other algorithms about this mainly include web access patterns mining, data set partition methods, etc.

High Profit and High Utility Pattern Mining

Frequent item-set mining has some important limitations. The problem of frequent item-set mining is popular. But it has some important limitations when it comes to analysing customer transactions. An important limitation is that purchase quantities are not taken into account. Thus, an item may only appear once or zero time in a transaction. Thus, if a customer has bought five breads, ten breads or twenty breads, it is viewed as the same. A second important limitation is that all items are viewed as having the same importance, utility of weight. For example, if a customer buys a very expensive bottle of wine or a cheap piece of bread, it is viewed as being equally important. Thus, frequent pattern mining may find many frequent patterns that are not interesting. For example, one may find that {bread, milk} is a frequent pattern. However, from a business perspective, this pattern may be uninteresting because it does not generate much profit. Moreover, frequent pattern mining algorithms may miss the rare patterns that generate a high profit such as perhaps {caviar, wine}.
High utility item-set mining

To address these limitations, the problem of frequent item set mining has been redefined as the problem of **high utility item-set mining**. In this problem, a transaction database contains transactions where purchase quantities are taken into account as well as the unit profit of each item. For example, consider the following transaction database.

![Transaction database with quantities](image1)

Consider transaction T3. It indicates that the corresponding customer has bought two units of item “a”, six unit of item “c”, and two units of item “e”. Now look at the table on the right. This table indicates the unit profit of each item. For example, the unit profit of items “a”, “b”, “c”, “d” and “e” are respectively 5$, 2$, 1$, 2$ and 3$. This means for example, that each unit of “a” that is sold generates a profit of 5$. The problem of **high utility item-set mining** is to find the item-sets (group of items) that generate a high profit in a database, when they are sold together. The user has to provide a value for a threshold called “minutil” (the minimum utility threshold). A **high utility item-set mining algorithm** outputs all the high utility item-sets, that is the item-sets that generates at least “minutil” profit. For example, consider that “minutil” is set to 25 $ by the user. The result of a **high utility item-set mining algorithm** would be the following.

![High utility itemsets](image2)

For example, consider the item-set {b,d}. It is considered to be a **high utility item-set**, because it has a utility of 40$ (generates a profit of 40$), which is no less than the minutil threshold that has been set to 25$ by the user. Now, let’s look into more detail about how the utility (profit) of an item-set is calculated. In general, the utility of an item-set in a transaction is the quantity of each item from the item-set multiplied by their unit profit. For example, consider the figure below. The profit of {a,e} in transaction T0 is $1 x 5 + 1 x 3 = 8$. Similarly, the profit of {a,e} in transaction T3 is $2 x 5 + 2 x 3 = 16$. Now, the utility of an item-set in the whole database is the sum of its utility in all transactions where it appears. Thus, for {a,e}, its utility is the sum of 8$ + 16$ = 24$ because it appears only in transactions T0 and transaction T3.

![Problem with high utility pattern mining](image3)
First, it may be more interesting from a practical perspective to discover item-sets that generate a high profit in customer transactions than those that are bought frequently.

Second, from a research perspective, the problem of high utility item-set mining is more challenging. In frequent item-set mining, there is a well-known property of the frequency (support) of item-sets that states that given an item-set, all its supersets must have a support that is lower or equal. This is often called the “Apriori property” or “anti-monotonicity” property and is very powerful to prune the search space because if an item-set is infrequent then we know that all its supersets are also infrequent and may be pruned. In high utility item-set mining there is such a property. Thus given an item-set, the utility of its supersets may be higher, lower or the same. For example, in the previous example, the utility of item-sets \{a\}, \{a,e\} and \{a,b,c\} are respectively 20 $, 24$ and 16$.

**RELATED WORK**

Incremental data mining is very important to solve the temporal dynamic property of knowledge, improve the performance of mining processes and efficiency of mining results. Incremental data occurs with the passage of time. Evolutionary methods can be adopted to solve such increment. A multiply evolutionary model is built to describe incremental data evolutionary mining processes. Copy operator, cross operator and mutation operator are designed. A general algorithm for dynamic evolutionary mining is also presented. The evolutionary incremental data mining method could solve the scalable problem of data mining better, and have high accuracy and good time performance.

Propose a novel incremental data mining algorithm based on FP-Growth, using the concept of heap tree to address the issue of incremental updating of frequent item sets. They have proposed a novel incremental data mining algorithm based on FP-Growth, using the concept of heap tree to address the issue of incremental updating of frequent itemsets. This method retains the advantages of FP-Growth, and significantly reduces the complexity associated with re-mining frequent itemsets during incremental updating.[1]

A novel Map-Reduce framework for an association rule algorithm based on Lift interestingness measurement (MRLAR) which can handle massive datasets with a large number of nodes. It discovers a set of co-location patterns using a GUI (Graphical User Interface) model in a less amount of time, as this application is implemented using a parallel approach-A Map-Reduce framework. [2]

The parallel scheduler is modeled for resource and task using particle swarm optimization to manage the assignments of map and reduce task. The Resource management is carried to manage a resource slot, which reduces the consumption of energy when running the application achieves optimal schedules. Performance evaluation of the frameworks is compared with state of approaches. The parallel scheduler is modeled for resource and task using particle swarm optimization to manage the assignments of map and reduce task.[3]

A Map-Reduce framework. This framework uses a grid based approach to find the neighboring paths using a Euclidean distance. The framework also uses a dynamic algorithm in finding the spatial objects and discovers co-location rules from them. Once co-location rules are identified, we give the input as a threshold value which is used to form clusters of similar behavior. [4]

To handle the massive amount of tweets we have used Hadoop Map Reduce framework to perform data mining analytic operations such as data cleansing, data classification and data clustering. Prediction model for the movie review is built by using Naïve Bayes Classifier and accuracy of the prediction is calculated with the help of binomial test as it conforms to the Bernoulli distribution.[5]

Growing size and complexity of data in data storage, distributed data mining algorithms has to be designed to handle Big Data in compatible with the latest technology available on distributed computing. Earlier research activities in data mining comprises, focus on increasing the performance for single task computing algorithms rather than distributed computing which would provide more fast and scalable environment for processing large datasets. [6]

**CONCLUSION**

We propose a new effective algorithm to analyze high profit item sets to achieve the rich benefit of market basket analysis. Since big data with map reduce framework is used, the possibilities are wide to get better results of large volume data which is having item sets that satisfy conditions for high utility item sets. The advantages over the existing algorithms will be verified. The proposed solution will overcome the limitations of the existing schedulers described here and gives more control to the users for Job execution.
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