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ABSTRACT: Researchers have shown that most effort of today’s software development is maintenance and evolution. 

Developers often use integrated development environments, debuggers and tools for code search, testing, and program 

understanding to reduce the tedious tasks. Interaction with software development environments can be frustrating for the growing 

numbers of developers who suffer from repetitive strain injuries (RSI) and other disabilities that make typing difficult or 

impossible. Speech interfaces can be used to help developers reduce their dependence on typing, reducing the onset of RSI among 

computer users, and increasing access for those who already have motor disabilities. We have proposed a system to generate code 

automatically based on speech. The speech input is processed and based on that the code will be automatically generated. 
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I.INTRODUCTION 

 

    Speech Recognition, it is the ability of the machine or program to evaluate word, idiom or a sentence in spoken expression 

and convert those words into a machine readable format. The more sophisticated software has the ability to obtain natural 

language as well. Speech recollection works using algorithms through acoustic and language modeling. In addition, acoustic 

modeling represents the link between linguistic units of speech and audio signals; whereas language modeling matches sound 

with string to help categorize between words that sound similar. Additionally, Hidden Markov Models are used as well to make 

materialistic patterns in a speech to enhance accuracy with the system. Furthermore, it is seen that a person working on a 

computer cannot work or type for longer duration because if they can then there will be an issue of back or wrist pain that will be 

pernicious for the human body, but it can be avoided easily by switching from typing to speaking whenever needed. Research has 

shown that more than 60% of software engineering resources are spent on maintenance. Software maintenance is the process of 
modifying a software system after delivery to fix bugs, improve performance, or adapt to a changing environment. Software 

maintenance requires code comprehension, as reading and understanding source code is the prerequisites of any modification. 

Program comprehension is time-consuming and cost most of developers’ time. 

 

 

 

II.PROBLEM STATEMENT 

 

  Code Generation techniques depends on textual documentation which are highly prone to syntactical errors. Manually 

defining every programming construct is tedious and time consuming. There is a lack of flexibility and efficiency of 

software developers. 
 

 

PROPOSED SYSTEM 

 

 The proposed system helps in generating the source code and also compiling the code to check for various errors and bugs, 

which helps in reducing the time taken to code by the developers. The proposed system allows the user to be able to generate 

the syntax of various inputs that helps reduce the time taken for developing a project. Speech to text conversion is done using 

an android app. Process the text using NLP by using NLP server. The text generated is mapped with the corresponding 

instructions. Finally, generated code is added in the appropriate part of the program. 

  

Advantages: 
 

 Easy to code  

 Less time for the development phase  

 Cost efficient 

 Bug-free code 

 Programming-by-voice can enable motor-impaired software engineers to program, albeit at reduced efficiency compared 

to an unimpaired programmer. 
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Fig: System Architecture of the proposed system 

 

III.RESEARCH METHODOLOGY 

 

3.1 Modules Description 

 

Speech Processing: 

 The speech input is processed using Google API and is converted into text. The generated text is then sent to the Tomcat server 

and further sent to the NLP server.  

  The communication between the Android app and the Tomcat server is done using HTTP    protocol. The user can work on 

multiple projects from the same app. Based on the selected project, the app sends the request to the web server and the server on 

receiving the request starts the respective project.  

       NLP Server 

The NLP server starts listening on a particular port number.   Once the server receives a request from the user, it sends the 

instruction to the NLP server to process it.  Once NLP server receives the input from the web server, it processes the input to find 

out the part of the speech. Based on the process input, it starts the next process that is mapping. If there is no pre-defined 

command, it invokes the machine learning algorithm like naïve based classification and finds the appropriate command. 

          A white point is a set of values or that serve to define the color "white" in image capture, encoding, or reproduction. It is used 

to calculate the traffic density by comparing the number of white pixels to the number of black pixels. This gives an estimation of 

the traffic density in the lane. 

Mapping: 

 Once the mapping process is invoked, it tries to map the input with the predefined instructions.  If it finds exactly the 

 matched instruction, it adds the code segment into the project or to a respective class. As we are handling object oriented 

 programming, user has simple and easy-to-use instructions and the details are found in the app itself.  

  For example:- 

 a) If the user wants to create a new class he/she can just say  “create a class” then the mapper will send the instruction to 

 the server to ask for the name of the class. User can tell the name of the class and based on that, the mapper will create a 

 class with the given name. If a class with the same name is already present in the same package of the project, then server 

 will not create any class for it and sends the notification to the user. 
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  b) if the user gives the input like, “create a method with the name ‘xyz’ with no return type” then the app sends the 

 instruction to the server to create a method with the name xyz which does not return any type and server adds it in the 

 current class. 

   Like this, the user can create different types of methods with parameters or without parameters, with different return 

 types. The mapper is capable of handling few features of object oriented programming like creating a class, handling 

 inheritance and polymorphism, different logic like- if else, for loop, while loop, do-while loop and many more. 

The structural setup methodology is wired with working up a fundamental essential framework for a system. It incorporates 

perceiving the genuine parts of the structure and exchanges between these fragments. The starting design technique of perceiving 

these subsystems and working up a structure for subsystem control and correspondence is called development demonstrating plot 

and the yield of this framework method is a depiction of the item basic arranging. The proposed design for this framework is given 

beneath. It demonstrates the way this framework is outlined and brief working of the framework. 

 

 

3.2 Result Analysis 

 

 In this section, we discuss the time taken for the development time of source codes. The development time has been 

readily decreased with the use of speech as input. The dataset required for the code generation is mapped to a dictionary for 

speech recognition. The dataset contains readily available syntaxes that are required for the code generation and hence the time 

consumed is considerably decreased. The syntax is automatically generated and the corresponding packages that are needed for 
the java programming is also called. Bug free source codes can thus be generated by using this system. 

 

 

3.3 Future Work 

 

 Since the system developed uses only one programming language and the generation of only that language’s code/syntax 

is done. In the future work, we can integrate multiple programming languages and their functionalities. Java may also contain 

ambiguity with respect to variables and the interfaces used in the programs which creates a limitation for automatically 

generate the code. 

  

IV.CONCLUSION 

 

Speech-based programming also may provide insight into better forms of high-level interaction. With more study, different 

user interface designs, and better analysis, software developers will one day be able to use speech-based programming to 
compete effectively in the workforce. The system will be able to add pre-defined logic automatically. The proposed 

application will be able to generate code based on speech as an input by recognizing the speech, converting to text and then 

map it to the pre-defined code and thus ad the corresponding code. 
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