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Abstract—The large and complex software in today’s scenario has led to unavoidable circumstances wherein defects are entering the system at an enormous rate. This has caused an emerging need to assess the severity of these defects considering the shortage of resources due to which equal amount of resources cannot be allocated to all the defects. Thus, in this paper, we intend to propose a model that will be used to assess the severity level of the defect introduced in the system so that defects having higher priority can be dealt with utmost attention. The model is validated against an open source NASA dataset of PITS database using a learning based technique namely Multinominal Multivariate Logistic Regression (MMLR). A series of text mining techniques were applied for pre-processing the data. Finally, validation of the data was conducted using Receiver Operating Characteristics (ROC) characteristics.

IndexTerms - Receiver Operating Characteristics, Text mining, Defect, Severity, Multinominal Multivariate Logistic Regression

I. INTRODUCTION

In today’s complex software environment, a situation has arisen whereby defects are bound to enter the system, leading to failures of the functional system [15]. The defects entering the system have different severity levels associated with them. The defect ID along with its corresponding severity level is contained in the defect reports maintained by bug tracking systems. A severity level of a defect determines the impact of the defect on the software system. The extent to which the defect can hamper the system ranges from mild to severe [1], [6]. The higher severity defects can lead to an entire system crash. Thus, it is very crucial to determine the levels of severity of the defects introduced in the software. This will lead to proper utilization of resources in terms of time, money and manpower which are limited and need to be used carefully.

In this work, the information in the Project and Issue Tracking System (PITS) database has been mined using data mining methodologies in order to represent the data in a structured form suitable for carrying out large-scale analysis of the reports. This structured information is the relevant data which has been extracted using text mining techniques so that it can be further used for assessing the severity of the defects. The severity of the defects has been assessed using one of the most popularly used learning technique namely Multinominal Multivariate Logistic Regression (MMLR). NASA’s engineers have classified the defects based on the five severity levels viz. very high, high, medium, low and very low. The correct prediction of defect severity would be highly useful for software researchers in allocating their testing resources carefully leading to appropriate defect setting activities, thus having a huge impact on the business needs of the software society. The proposed model has been evaluated using the performance measures derived from Receiver Operating Characteristics (ROC) analysis.

This paper has the following sections: Section 2 highlights the available literature in the domain. Section 3 describes the methodology of the research. Section 4 presents the result analysis. Section 5 summarizes the paper and presents the scope for work which can be carried out in future.

II. LITERATURE REVIEW

Till date, various defect reports have been analyzed. An automated technique was proposed by Cubranic and Murphy [4] that dealt in bug triage based on the analysis of an incoming bug report containing the bug description. An effective tool used for the detection of duplicate reports based on Natural Language Processing was developed by Runeson et al. [19] and Wang et al. [23]. Canfora and Cerulo [3] presented the necessity for software repositories to manage a new change request. Apart from this, empirical work to find out defective classes in object-oriented software systems has been conducted incorporating the usage of design metrics pertaining to object-oriented software [2], [6], [8], [9], [12], [13], [16], [17], [24], [26]. But, these studies did not focus on the severity of the defects which is an emerging issue.

The authors Singh et al. [22] discussed the need for predicting fault severity considering three levels of severity viz. high, medium and low severity and how it drastically impacts the software development. Similar kind of study was conducted in the papers by Zhou and Leung [25] and Pai [18]. Shatnawi and Li [21] focused on error prone classes upon releasing the software in the market. The authors Menzies and Marcus [14] presented an automated method named SEVERIS (SEVERity Issue assessment) that dealt with defect reports and how are these reports being assigned with correct defect severity levels. The result was validated using the

© 2019 JETIR June 2019, Volume 6, Issue 6 www.jetir.org (ISSN-2349-5162)
data from NASA’s Project and Issue Tracking System (PITS). Sari and Siahaan [20] and Lamkanfi et al. [11] also developed the model intended for assigning the bug severity level. The paper by the authors Yang et al. [27] discussed the effectiveness of feature selection approaches in predicting the defect severity with three commonly used feature selection schemes i.e. Information Gain, Chi-Square, and Correlation Coefficient, based on the Multinomial Naive Bayes classification approach. The results were validated against four open-source components from Eclipse and Mozilla. The authors Iliev et al. [28] studied the severity prediction through reasoning about the requirements and the design of a system using the concept of ontologies. A Semi-automatic approach was proposed by the authors Yang et al. [29] for Bug Triage and Severity Prediction Based on Topic Model and Multi-feature of Bug Reports. The authors Chaturvedi and Singh [30] demonstrated the applicability of machine learning algorithms (Naïve Bayes, k-Nearest Neighbor, Naïve Bayes Multinomial, Support Vector Machine, J48 and RIPPER) in determining the class of bug severity of bug report data of NASA from PROMISE repository.

III. RESEARCH METHODOLOGY

In this section we discuss the research methodology being employed in this work. As can be seen from figure 1, there are three steps used to accomplish the required work of predicting the defect severity.

Figure 1: Framework for Predicting Severity of defects
1. Firstly, the description of all the defects was extracted from the defect reports. These defect reports were retrieved from the PITS dataset which has been explained in the subsequent section.

2. Secondly, these descriptions were applied to a series of text mining techniques. As can be seen from the figure, application of text mining techniques begins with pre-processing tasks that include tokenization, stop words removal and stemming. Thereafter, feature selection approach was applied and finally weighting the selected words was performed. Feature selection method for dimensionality reduction used in this work is Information Gain (IG) measure which selects the top ‘N’ scoring features based on the rank [14]. In this paper, we have considered top-5, 25, 50 and 100 words obtained on the basis of ranking done by Information Gain measure. The weighting approach used for weighting the selected features is Term Frequency Inverse Document Frequency (Tf-Idf). The first term (Tf) indicates that the terms which occur frequently in a particular document are more significant than the other terms. The second value i.e. inverse document frequency is given by log (n/n_j) where n_j is the number of documents containing term t_j and n is the total number of documents. This value indicates that the terms which occur rarely among a group of documents are more significant than the other terms. Application of text mining techniques was done in order to extract some relevant words so that suitable learning technique can then be applied to assign the severity level to the defect based on the classifications of the available reports.

3. Finally, model prediction was done using Multinominal Multivariate Logistic Regression (MMLR) technique [5] which has been discussed in the subsequent section. The performance of the model has been evaluated using the performance measures derived from ROC analysis viz. sensitivity [10], Area Under the Curve (AUC) and cut-off point [7]. Hold-out validation method has been used to divide the dataset in the ratio of 70% as training data and 30% as test data. Validation has been done using 10 separate partitioning variables for more generalized results.

IV. RESEARCH BACKGROUND

This section highlights on the basics behind the research carried out in this work. The section begins by first explaining the data source used for conducting the experiment. Thereafter, the technique used for features selection i.e. Information Gain has been explained. This is followed by elaborating on the technique which has been used for model prediction in this work (MMLR).

4.1 Data Source

This work incorporates the usage of Project and Issue Tracking System (PITS) dataset which is supplied by NASA’s Software Verification and Validation (IV & V) Program. The data is the information pertaining to the defect reports that includes the defect ID, description of the defect and its severity levels. NASA’s engineers have classified severity into 5 levels viz. ‘very high’, ‘high’, ‘medium’, ‘low’ and ‘very low’. Figure 2 represents the number of defects pertaining to each severity level. As can be seen from the figure, there are no defects pertaining to ‘very high’ severity levels and therefore this severity level has not been taken into account in our study. The maximum number of defects is pertaining to ‘medium’ severity level whereas the least number of defects belong to ‘high’ severity level.

![Figure 2: Number of Defects Belonging to Each Severity Level](image)

4.2 Feature Selection using Information Gain Measure

Information Gain measure is one of the most widely used feature selection method which identifies those words from the document which aim to simplify the target concept [14]. The number of bits required to encode an arbitrary class distribution C_0 is H(C_0). It is given by the following formula:

\[ N = \sum_{c \in C} n(c) \]
Where, \( n(c) \) = Number of instances belonging to class \( c \)

\[
p(c) = \frac{n(c)}{N} \quad (2)
\]

\[
H(C) = -\sum_{c \in C} p(c) \log_2 p(c) \quad (3)
\]

Now, suppose \( A_i \) is a group of attributes, then the total number of bits needed to code a class once an attribute has been observed is given by the following formula:

\[
H(C|A) = -\sum_{a \in A} p(a) \sum_{c \in C} p(c|a) \log_2 (p(c|a)) \quad (4)
\]

Now, the attribute which obtains the highest information gain is considered to be the highest ranked attribute which is denoted by the symbol \( A_i \)

\[
\text{Infogain}(A_i) = H(C) - H(C|A_i) \quad (5)
\]

### 4.3 Model Prediction using Multi-nominal Multivariate Logistic Regression (MMLR)

In this paper, MMLR method has been used which is a variant of logistic regression method. Logistic regression has been one of the most popular statistical methods being used in the literature so far. In MMLR method, all the independent variables together are used to predict different categories of the dependent variable [5]. In other words, here the dependent variable is not binary and can have more than two values. For instance, the dependent variable in this study has four levels of category viz. very low, low, medium and high. Now, in order to predict the model using MMLR, all the independent variables are used together on each of these abovementioned categories. This is in contrast to UMR model (Univariate Multinominal Regression), wherein each independent variable is used at a time in order to predict each category of the dependent variable. Much similar to UMR and MMLR models, we have two additional models viz. ULR (Univariate Logistic Regression) and MLR (Multivariate Logistic Regression) models wherein the dependent variable is of binary type. In MLR model, all the independent variables are used together in order to predict the binary dependent variable and in ULR model, the effectiveness of a single independent variable is examined at a time. The general MLR model is based on the following equation:

\[
\text{Prob}(Y1, Y2, ..., Yn) = \frac{e^{B0+B1Y1+...+BnYn}}{1+e^{B0+B1Y1+...+BnYn}} \quad (6)
\]

where, \( Yi \)'s are the independent variables, \( B_i \)'s are the regression coefficients corresponding to \( Yi \)'s and Prob is probability that a defect was found during validation.

### V. Result Analysis

In this section, we present the defect prediction results in terms of ‘high’, ‘medium’, ‘low’ and ‘very low’ severity defects using MMLR for different set of words. Tables I-IV present and summarize the result analysis with respect to these severity levels corresponding to the top-5, 25, 50 and 100 words respectively.

<table>
<thead>
<tr>
<th>TABLE I. RESULTS OF MMLR FOR TOP-5 WORDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Runs</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
</tbody>
</table>
Table I shows that the maximum value of AUC for ‘high’ and ‘very low’ severity categories is 0.90 and 0.80 respectively as compared to its maximum value for ‘medium’ and ‘low’ severity categories which is 0.72 and 0.66 respectively. Also, sensitivity
attains a 100% value for ‘high’ severity defects and a maximum value of 76.2% for ‘very low’ severity defects. In contrast to this, the maximum value of sensitivity for ‘medium’ and ‘low’ severity defects is just 69.7% and 63.2% respectively. This trend suggests that the MMLR model can predict either ‘very high’ severity defects or ‘very low’ severity defects better than the defects having ‘medium’ severity level when the number of words is less. If we compare the model prediction for ‘medium’ severity defects with ‘low’ severity defects, we can see that the values for AUC and sensitivity for ‘medium’ category is better than the ‘low’ category. So we can conclude that testers and researchers should focus their work on ‘very high’ severe and ‘very low’ severe defects without concentrating much on low severity defects. As we increase the number of words to 25, we can see from table II that the prediction capability of the model remains almost the same for ‘medium’, ‘low’ and ‘very low’ severity level. But the model again performs the best in terms of ‘high’ severity level with the maximum value of AUC as 0.86 and a 100% sensitivity value. This trend is suggesting that there should be maximum focus on the defects having highest severity when the number of words considered is nominal. A similar kind of trend can be seen from Tables III and IV, where the model has performed exceptionally well in predicting the ‘high’ severity defects. The maximum value of AUC is 0.93 when top-50 words were considered and 0.99 when top-100 words were considered for prediction. In both the cases sensitivity has attained a value of 100%. The sensitivity and AUC values are also good for ‘very low’ severity defects for both the above mentioned cases. The maximum value of sensitivity and AUC for top-50 words is 82.4% and 0.85. On much similar lines, sensitivity and AUC (for ‘very low’ severity defects) attains their maximum value as 90.5% and 0.93 respectively when top-100 words were considered for prediction. This observation is indicative of the fact that no matter how many words are taken into account for model prediction, the performance of the model is consistent in predicting ‘very high’ severity defects more accurately than the ‘low’ and ‘medium’ severity defects. We can conclude the analysis by saying that there is a consistent phenomenon in the classification of the reports as it is noticeable that the AUC and the sensitivity values are better in the ‘high’ and ‘very low’ categories than in the ‘medium’ level categories irrespective of the number of words considered for classification.

VI. CONCLUSION

The tracking of defects has become highly crucial in today’s scenario considering an immense growth in software industry. In this paper, we incorporated text mining techniques to analyze the data pertaining to defect present in these defect tracking systems. The text mining techniques have been used to pre-process the information from the database and thereafter Logistic Regression model was applied to predict the defect severities. The results were validated using NASA dataset available in the PITS database and were analyzed using the value of AUC, sensitivity and a cut-off point obtained from ROC analysis. It was evident from the results that the model has performed very well in predicting high severity defects than in predicting the defects of the other severity levels.
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