Abstract — Network and system security are of much importance in the present data communication world. The rapid development of the internet in the last few decades has created many security problems related to intrusions on computer and network systems. To detect intrusions using machine learning, an efficient classifier has to be established. To have better predictive accuracy, various feature selection methods are used. Correlation Feature Selection (CFS) and Random Forest techniques are discussed in this paper. Both these methods follow different approaches, the former being a filter method and the latter being an embedded method. A comparison shows that even though Random Forest has higher predictive accuracy than CFS based classifier, it is computationally expensive. Both of these techniques are suitable with their own merits and demerits.
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I. INTRODUCTION

Recent hackers have been inventing new techniques on a daily basis to bypass security layers and to avoid detection. Thus it is the time that we figure out new techniques to defend against such attacks. With the tremendous growth of the internet, attack cases are increasing each day along with modern attack methods. So, it is necessary that we implement an Intrusion Detection technique so that it can detect normal and attack data. Due to increasing incidents of cyber attacks and heightened concerns for cyber terrorism, implementing effective Intrusion Detection mechanisms is an essential task. These techniques automate the process of monitoring and analyzing the events that occur in a computer network, to detect malicious activities.

In order to have a good Intrusion Detection System, the performance measures of the suggested model must be high. This is in fact affected by one of the steps before classification, which is Feature Selection. Feature Selection is the process of selecting those features which contribute most to the output of the model and discarding the less important ones. One reason why feature selection is important is that some features which do not contribute much (or no contribution) may act as noise. This, in turn, affects the accuracy and performance of the model. Also, using only selected features makes the machine learning algorithms to run faster. It reduces complexity and most importantly, overfitting.

This paper presents the different types of feature selection techniques: filter method, wrapper method, and embedded method. A comparison is made among the two most commonly used methods based on accuracy, the number of features selected, the training and testing time required, and performance. All feature selection methods discussed here are suitable to be used in NSL-KDD dataset.

The remainder of the paper is organized as follows. Section II briefly outlines the types of feature selection techniques, mentioned earlier. Section III presents the methodology of two of the feature selection methods in detail. Section IV gives a comparison between the two methods for feature selection. Section V concludes the paper.

II. FEATURE SELECTION METHODS

There are three types of feature selection methods which are categorized as follows:
1. Filter methods: These methods do not depend on the learning algorithm. They select features based on the contribution made by the features to the determination of class output. Thus features are selected on the basis of some scores or statistical measures. It is simple and fast, and more important, feature selection needs to be implemented only once, and different classifiers can be used.
2. Wrapper methods: Unlike filter methods, this class of method requires learning algorithm which is predetermined in order to evaluate each candidate feature selection. It gives better results compared to filter methods however, it is time-consuming, much slower, computationally expensive, and has a high risk of overfitting and is specific to a classifier.
3. Embedded methods: These Methods searches for an optimal subset of features in the classifier construction. It is specific to the learning algorithm but is less computationally intensive than the wrapper method.

III. METHODOLOGY

1. Correlation Feature Selection:
Correlation Feature Selection (CFS) is one of the filter methods. In this method, the statistical characteristics are taken into accounts such as the correlation between a feature and the output class or inter-correlation between features, without involving a learning algorithm. Correlated features are those which are influenced by some similar mechanisms and they vary together. It may be a positive correlation (+1), a negative correlation (-1) or no correlation (0). If a small change in a feature reflects on the output class, as well as if the change is proportional and very high, we can say that it is a good idea to keep it around. The bias of this approach is towards subsets that contain features that are highly correlated with the class and uncorrelated with each other. Irrelevant features can be discarded because they have low correlation with the class. The merit of the feature subset is calculated in (1).
\( M_s = \frac{K_{cf}}{\sqrt{k + k(k-1)\overline{rf}} \rangle} \)

where \( M_s \) is the the “merit”, \( S \) is the subset and \( k \) is the number of features, \( \overline{rcf} \) denotes the mean feature-class correlation, and \( \overline{rf} \) denotes the average feature-feature correlation which is calculated as follows:

\[ \overline{rcf} = \frac{r_{cf1} + r_{cf2} + \cdots + r_{cfk}}{k} \]

\[ \overline{rf} = \frac{r_{f1f2} + r_{f1f3} + \cdots + r_{f1f2k}}{\frac{k(k-1)}{2}} \]

1. Random Forest:
   Random Forest is often used as a feature selection method. This is because the strategies used by random forests naturally rank by how well they improve the purity of the node. Nodes having the impurity occur at the end of the tree. Thus, by pruning trees below a particular node, we can create a subset of the most relevant features. Nodes with the greatest decrease in impurity will appear at the start of the tree, while nodes with the least decrease will be in the end. One advantage of this method is, it is easy to compute, it tells how much each feature is contributing to the decision. Feature selection using Random Forest falls under the category of embedded methods. It combines the qualities of filter and wrapper methods. These are implemented by algorithms that have feature selection methods inbuilt. This increases their accuracy.
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Random Forests consists of a number of decision trees, which is built over a random extraction of observations from the NSL KDD dataset and a random extraction of features. All the trees do not see all the observations or all the 41 features. Thus, trees are not correlated and thus are less prone to overfitting. Each tree is also a sequence of yes/no questions based on a single or combination of features. At each node, the tree divides the dataset into 2 buckets, each of them hosting observations that are more similar among themselves and different from the ones in the other bucket. Therefore, the relevance of each feature is derived from how “pure” each of these buckets is. As the feature decreases the impurity, the more important the feature is. In random forest, the impurity decrease from each feature can be averaged across trees to determine the final importance of the feature. Once the tree is created, the importance of each feature is checked by looking at differences in measures, such as Gini Gain. Equation (4) gives the formula for calculating Gini Gain:

\[ Gini(D) = 1 - \sum_{i=1}^{m} p_i^2 \]  

(4)

\[ Gini_A(D) = \frac{|D_1|}{|D|} Gini(D_1) + \frac{|D_2|}{|D|} Gini(D_2) \]  

(5)

\[ GiniGain(A) = Gini(D) - Gini_A(D) \]  

(6)

where \( p(i) \) is the probability of certain classification \( i \), per the training dataset. This is calculated starting from the root node in a greedy recursive procedure until it reaches maximum depth, or each node contains samples only from one class. Figure 2 shows how the random forest works as a feature selection method. The disadvantage of this method is that once features are selected, it can be used only for the specific classifier.

IV. COMPARISON OF METHODS

CFS and Random Forest Feature Selection are evaluated on the NSL-KDD dataset. It has 41 features and 22 different attack types which fall under four main categories in the training dataset: Denial of Service (DoS), Probe attacks, U2R (User to Root) and R2L (Remote to Local). The most common attack is DoS followed by Probe. Correlation Feature Selection and Random Forests vary in the fact that the former is a filter method and the latter is an embedded method. This brings the first advantage of CFS, that is, once feature selection is done, a number of different classifiers can be used in predicting the accuracy, in contrast to Random Forests. Also, the computational cost of CFS is less when compared to Random Forests. Table 1 summarizes the findings of this research.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Correlation Feature Selection</th>
<th>Random Forest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training and Testing Time</td>
<td>Comparatively less</td>
<td>Comparatively more</td>
</tr>
<tr>
<td>Predictive Accuracy</td>
<td>95.43%</td>
<td>98.94%</td>
</tr>
<tr>
<td>Computational Cost</td>
<td>Lesser</td>
<td>Higher</td>
</tr>
<tr>
<td>Bias</td>
<td>Correlated features</td>
<td>Features with more levels</td>
</tr>
<tr>
<td>Approach</td>
<td>Filter based</td>
<td>Embedded</td>
</tr>
</tbody>
</table>

Figure 2: Mechanism of Random Forest

Table 1: Comparison between CFS and Random Forest
V. CONCLUSION

A Network Intrusion Detection System is a must-have. In order to have an efficient system, there must be a suitable classifier. The classifier must operate on a selected set of features in order to have higher accuracy. Two of the feature selection methods are discussed here: CFS and Random Forest. It is seen that both methods have their own advantages and disadvantages. CFS achieves a maximum accuracy of 95.43% whereas Random Forest achieves an accuracy of 98.84%. There are other areas of comparison among the two methods which includes the number of features selected, the time taken for training and testing, bias towards certain features and other performance measures.
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