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Abstract: Recognition and classification of digital images involves a few steps like Image Acquisition, Image Pre-processing, Image Enhancement, Feature Extraction, Feature Subset selection and lastly classification. Our research aims at the identification of crab and lobster species which involves all these steps. Feature extraction is a crucial step in identification of marine fauna. The results of classification are accurate and precise only if Feature extraction step is performed correctly. In this paper a novel method is modeled for feature extraction which divides the image into blocks and extracts the features of the blocks. Each block is treated as an independent entity and features are tabulated which are later used for classification. The novelty of Integrated approach lies in integrating block division, GLCM and texture features.

IndexTerms - GLCM, Texture properties, feature extraction, classification and Recognition.

I. INTRODUCTION

Commercial Marine Food Industry is one of the fastest and largest growing Industries in India. As coastal areas exist throughout the south part of the country, it is ever growing and demanding industry in India. The Marine food is supplied throughout the world from coastal areas of India. But automation of packaging the marine food is not yet completely implemented. We have developed a method to classify the marine fauna. The steps involved to classify marine fauna are Image acquisition, Pre-processing, Image Enhancement, Image Segmentation, feature Extraction, feature subset selection and Image Classification. Pre-Processing involves the removal of Noise from Images. This paper introduces a novel method for feature extraction using block based division of the images and integrating texture and Gray Level Co-occurrence Matrix features. The method proves to be efficient in classifying marine species or any digital images.

II. LITERATURE REVIEW

Feature Extraction, Feature selection [1][13] and its applications are introduced in [2][3]. Texture features are discussed in many research papers such as [3][4][5]. Texture features are discussed first in [6][8][11]. Gray level Co-occurrence Matrix GLCM is discussed in [7][12]. K Manikantan et al. [14] proposed a novel method Block-Based Discrete Cosine Transform (BBDCT) for feature extraction where in each 8X8 DCT block is of adequate size to collect the information within that block without any compromise. 2D-DCT is applied to the blocks of 8x8 to result in 64 coefficients. The 64 coefficients thus obtained per block are arranged in a matrix of size 8X8 in raster scan order. The first coefficient in this matrix is known as the DC component, representing the average intensity of an image, while the rest are the AC coefficients corresponding to high frequency components of the image. Classification accuracy is achieved using this method. This paper [15] proposed a Content Based Image Retrieval System using Overlap technique based on Fusion of Gabor Filter’s Response and Modified Modified Block Truncation Coding MBTC of an image. The superiority of the system is because of the Gabor feature gives good response to texture of the image and Modified BTC give good response to color content of image. This paper [3] says that feature relevance alone is inefficient but feature redundancy analysis also necessary for efficient feature extraction. A new framework was introduced that decouples relevance analysis and redundancy analysis. This paper [16] developed a correlation-based method for relevance and redundancy analysis. The approximation method for relevance and redundancy analysis is realized by an algorithm, named FCBF (Fast Correlation-Based Filter). A new image feature extraction method based on the statistical analysis in the wavelet domain was developed for content-based image retrieval (CBIR)[17]. A two component Gaussian mixture model was developed to describe the statistical characteristics of images in the wavelet domain. The model parameters are obtained by an EM (Expectation-Maximization) algorithm and then employed to construct the indexing feature space for CBIR. In this paper, the use of two feature extraction methods and a feature selection approach were investigated. The considered approaches were: decision boundary feature extraction for neural networks, discriminant analysis feature extraction and simple feature selection based on sorting the indexes of the Differential Morphological Profiles using the value of the discrete derivative.[18]
III. PROPOSED METHOD

Block Based Feature Extraction using glcm texture properties

Dividing the image into blocks and extracting features has good advantages. It suits to the morphological structure of the image for our application.

We have proposed a novel block based Texture and GLCM Integrated Algorithm (BBTGI)

- Load the Image in the User Interface designed for feature Extraction
- Resize the image size to 256 X 256
- Convert the Image in HSV Image
- Divide the image into blocks(here 9 blocks)
- Treat each block as an independent entity and save to image database
- We get various parts of the marine fauna like legs, body, etc.
- Extract features of each block using the texture features and GLCM features.
- Features can be tabulated in to the database
- Input Test Image and compare the features of the test image with the features of the images in the database
- Similarity measures are used for comparison. Then apply classification algorithm to classify the image.

The texture properties retrieved are

A. Texture Features:

Mean:

The mean takes the average level of intensity of the image or texture.

\[ \mu = \frac{1}{N} \sum_{i=0}^{G-1} p(i) \]  

Standard deviation:

\[ \sigma = \sqrt{\frac{1}{N} \sum_{i=0}^{G-1} (i - \mu)^2 p(i)} \]  

Variance: The variance describes the variation of intensity around the mean

\[ \sigma^2 = \frac{1}{N} \sum_{i=0}^{G-1} (i - \mu)^2 p(i) \]  

Skewness: Skewness is zero if the histogram is symmetrical about the mean, and is otherwise either positive or negative. Thus \( \mu_1 \) is an indication of symmetry.

\[ \mu_1 = \sigma^{-3} \sum_{i=0}^{G-1} (i\mu)^3 p(i) \]  

GLCM – Gray Level Co-occurrence Matrix:

GLCM is a second order statistics used for texture analysis. The texture is described by a matrix of a pair of gray level probabilities [12]. The probability of co-occurrence for gray levels i and j for two pixels with a defined spatial relationship in an image is calculated in terms of distance d and angle \( \phi \) [12]. A GLCM matrix \( P_{d}(i,j) \) is defined by specifying the displacement vector \( d = (dx,dy) \) and counting all the pairs of pixels separated by \( d \) which has gray levels \( i \) and \( j \). The GLCM is defined as \( n_{ij} \) is the number of co-occurrence of pixel values \((i,j)\) lying at a distance \( d \) and angle \( \phi \) in the image.

\[ P_{d}(i,j) = n_{ij} \]  

Energy, Contrast, Correlation, Homogeneity, Auto correlation, Dissimilarity and Inertia are extracted. Some of them are defined below.

The features extracted are
Contrast: It is also known to be variance and inertia. It will measure the local variations in GLCM matrix, gray level co-occurrence matrix. The return value is a measure of intensity contrast for a pixel and its neighbouring pixel in the entire image. It has a value of zero for constant image.

\[ \text{Contrast} = \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} (i+j) - \mu_x \mu_y / \sigma_x \sigma_y \]  

Correlation: It will measure the joint probability occurrence of the specified pixel pairs.

\[ \text{Correlation} = \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} [p(i,j) - \mu_x \mu_y / \sigma_x \sigma_y] \]  

Energy: Provides the sum of squared elements in the GLCM. Also known as uniformity or the angular second moment.

\[ \text{Energy} = \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} [p(i,j)] \]  

Homogeneity: Measures the closeness of the distribution of elements in the GLCM to the GLCM diagonal.

\[ \text{Homogeneity} \]  

Entropy: The entropy is a measure of histogram uniformity.

\[ \text{Entropy} \]  

IV. RESULTS AND DISCUSSION

The Experimental results are shown in Figure 1,2,3,4 & 5,6,7,8. Figure 1 shows the GUI Interface prepared in matlab. The specialty of this Interface is it can be used for any Image processing application for feature extraction.

![Figure 1. User Interface for feature extraction](image1)

Figure 1. User Interface for feature extraction

![Figure 2. Division of blocks of a crab Image](image2)

Figure 2. Division of blocks of a crab Image

Figure 2. shows the clear division of blocks of an crab Image. Similarly figure 3 shows the properties of block1. Figure 4. shows the summary of features extracted for block1 to block4. Figure 5 shows the display of texture and GLCM properties in command window of mat lab. Figure 6. Gives a summary of properties from block5 to block9.
Figure 3. Properties of block1

Figure 4. Properties of block1 to block 9

<table>
<thead>
<tr>
<th>Block1</th>
<th>Block2</th>
<th>Block3</th>
<th>Block4</th>
<th>Block5</th>
<th>Block6</th>
<th>Block7</th>
<th>Block8</th>
<th>Block9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.56427</td>
<td>0.67598</td>
<td>0.37669</td>
<td>0.70162</td>
<td>0.35149</td>
<td>0.40119</td>
<td>0.42496</td>
<td>0.3142</td>
</tr>
<tr>
<td>Variance</td>
<td>3.5694e</td>
<td>6.2911e</td>
<td>3.7694e</td>
<td>0.00142</td>
<td>0.00115</td>
<td>0.00380</td>
<td>0.00601</td>
<td>2.657e</td>
</tr>
<tr>
<td>Median</td>
<td>0.56222</td>
<td>0.57062</td>
<td>0.400</td>
<td>0.70577</td>
<td>0.3451</td>
<td>0.54387</td>
<td>0.5533</td>
<td>0.31961</td>
</tr>
<tr>
<td>Skewness</td>
<td>1.3374</td>
<td>1.0258</td>
<td>-1.0878</td>
<td>1.7297</td>
<td>-1.7072</td>
<td>0.31607</td>
<td>-0.0853</td>
<td></td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.0199</td>
<td>0.02526</td>
<td>0.03536</td>
<td>0.11916</td>
<td>0.06288</td>
<td>0.02732</td>
<td>0.1619</td>
<td>0.03324</td>
</tr>
<tr>
<td>Smoothness</td>
<td>0.99981</td>
<td>0.99984</td>
<td>0.9997</td>
<td>0.99984</td>
<td>0.99987</td>
<td>0.99968</td>
<td>0.99973</td>
<td>0.99965</td>
</tr>
<tr>
<td>Correlation</td>
<td>0.95789</td>
<td>0.98371</td>
<td>0.86429</td>
<td>0.86533</td>
<td>0.17145</td>
<td>0.90388</td>
<td>0.86431</td>
<td>0.7437</td>
</tr>
<tr>
<td>Energy</td>
<td>0.98938</td>
<td>0.51877</td>
<td>0.30302</td>
<td>0.42538</td>
<td>0.52389</td>
<td>0.17979</td>
<td>0.42969</td>
<td>0.30441</td>
</tr>
<tr>
<td>Homogeneity</td>
<td>0.99898</td>
<td>0.98892</td>
<td>0.92532</td>
<td>0.96662</td>
<td>0.91208</td>
<td>0.9026</td>
<td>0.96917</td>
<td>0.92569</td>
</tr>
<tr>
<td>Contrast</td>
<td>0.00233</td>
<td>0.05216</td>
<td>0.14966</td>
<td>0.71243</td>
<td>2.5309</td>
<td>0.19661</td>
<td>1.3598</td>
<td>0.14322</td>
</tr>
<tr>
<td>Area</td>
<td>0</td>
<td>260</td>
<td>0</td>
<td>381</td>
<td>762</td>
<td>0</td>
<td>615</td>
<td>0</td>
</tr>
<tr>
<td>compactness</td>
<td>NaN</td>
<td>0.48035</td>
<td>NaN</td>
<td>0.28117</td>
<td>0.165</td>
<td>NaN</td>
<td>NaN</td>
<td>0.05060</td>
</tr>
<tr>
<td>Eccentricity</td>
<td>NaN</td>
<td>3.3125</td>
<td>NaN</td>
<td>0.90278</td>
<td>1.3375</td>
<td>NaN</td>
<td>NaN</td>
<td>2.125</td>
</tr>
</tbody>
</table>

Figure 5 shows the classification accuracy using SVM classifier and Naïve Bayes classification. It shows the texture alone, GLCM alone and Integrated block based approach. The final conclusive statements can be clearly drawn from Figure 8. The graph in figure 8 shows how texture alone and GLCM alone have less recognition rate. The Graph clearly shows the recognition rate is higher for Integrated approach of using Texture, GLCM and division of blocks investigated for marine species.

<table>
<thead>
<tr>
<th>Method</th>
<th>Texture</th>
<th>GLCM</th>
<th>Integrated block based approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM classifier</td>
<td>80 %</td>
<td>88 %</td>
<td>95 %</td>
</tr>
<tr>
<td>Naïve Bayes classifier</td>
<td>85 %</td>
<td>87 %</td>
<td>96 %</td>
</tr>
</tbody>
</table>

Figure 5. Classification Results
V. CONCLUSION AND FUTURE WORK

We have investigated on various marine fauna. The results clearly prove that Texture properties alone have less recognition rate. Similarly GLCM alone cannot distinguish the marine species. The Integrated block based approach proposed in this paper give good classification accuracy for SVM Classifier and Navie Bayes Classifier.
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