Discrete Wavelet Transform and gray-scale image analysis for real time estimation of calorific energy in food products
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Abstract—Computer vision techniques have demonstrated great success in being able to classify complex food products. The challenge however, lies in extracting any further information, such as the nutritional value in these products. We propose a method using grayscale features of the image to classify and extract information from an image. The discrete wavelet transform is used to create 4 combinations of high pass & low pass filters through which we are able to enhance the features by edge detection and fine-grain analysis at different levels. Outputs from the filters are coupled together to achieve a compressed image with enhanced features from which we extract our required grayscale feature data. The various vectors obtained are coupled as a singular tensor which is fed into a neural network to perform the classification task in form of a supervised learning, where we make use of the ingredients as our labels. Our solution assumes that the targets are clearly separable from the background which must be plain. Humans describe food items and their differences in terms of the ingredients contained within and the way these ingredients are arranged, so it makes sense that we should be able to learn extra information by extracting features at an intermediate ingredient level instead of just the pixel level. Our goal with this method is to achieve a good balance between classification accuracy as well as the time and processing power required to perform the same. Our largest challenge is the differences in volume of raw ingredients as well as the high intra-class variations within similar groups.
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I. INTRODUCTION

In this paper we demonstrate a challenging classification problem in the domain of Computer Vision. Unlike other objects like faces or cars, food products have a very high intra-class variation, and can have different methodologies of naming. Various methods have been previously employed for this task however they struggle in balancing accuracy and performance such that higher scores require a lot of power and time both for training as well as prediction. In order to tackle the problem of performance, we make use of discrete wavelet transform to compress our input through a combination of high-pass & low-pass filters, such that we are also able to enhance the features required for the task. At each step, we down-sample the images by half in terms of rows or rows first and columns later. While the complete low pass combination provides us the compressed image, other filters provide information visible at original resolution such as the edges. Through the various ray Level co-occurrence matrix(GLCM) features such as co-occurrence, energy, entropy, contrast, correlation coefficient & homogeneity, we obtain vectors that describe our image in various forms. The combination of these vectors is used as input to a neural network for the classification task. We rely on limited level of ground truth ingredient data to distinguish between similar types of food, the spatial features of which are represented by the vectors from GLCM features, as such, differentiating between very similar foods like sauces, burgers or pasta, can be extremely difficult, since their description lies in method of preparation rather than the appearance of final product. Our method is able to achieve a good amount of increase in accuracy while reducing the amount of time required for classification. The main limitation within the approach is that we assume that the food & the background are clearly distinguishable, which requires that the background be plain and have a moderate to high contrast in terms of color & intensity as compared to our target food product. Once identified and labeled, we can make use of the output to fetch calorie value from a database which lists the same against ingredient names, which is provided to the user for a certain fixed quantity of the food product, assuming the ratio of ingredients contributing the most calories remains constant.
II. PREVIOUS WORK

Our work is mainly based on past work by Yang et al. [11] which classified food products through pairwise statistics of local features, introducing the idea of random sampling of the pixels from the image & using histograms of the statistics like distance & orientation as features in a Support Vector Machine classifier. Pixel-level ingredients labels have also been used as intermediate features in [12], however, this work has focused only on global ingredient histogram instead of using the pairwise statistics. Some other works have attempted a combination of both global and local features, such as global histograms, which is followed in [1]. Some less related work has focused on extracting various different features, like bag of SIFT & text-ons [5]. Joutou and Yanai have combined these features within a single classifier using multi-kernel learning [6].Kong and Tan have shown that food is classified much better with having multiple viewpoints [7], although this approach is feasible only if the we take a video of the food product instead of just an image, using a mobile device. Our aim is to expand on these works by integrating the pairwise statistics with other approaches from various sources.

III. BACKGROUND

A. Discrete Wavelet Transform

In numerical & functional analysis, a discrete wavelet transform (DWT) is any wavelet transform for which the wavelets are discretely sampled. DWT has many applications in science, engineering, mathematics and computer science. Within the field of imaging, the discrete wavelet transform is used an algorithm for compression both lossy & lossless. It can be performed within \( O(n) \) operations and captures both the frequency content as well as the temporal content of the input, by examining it at different scales & the times at which these frequencies occur. Most notably, it is used to represent a discrete signal in a more redundant manner, often as a precondition for compression. It has been shown that DWT (discrete in scale & shift, and continuous in time) has been successfully used as an analog filter bank in biomedical signal processing for designing low-power pacemakers as well as in certain ultra-wideband (UWB) wireless communications.

Wavelets are used to denoise 2-dimensional signals, like images. The first step involves determining a wavelet type, and level of decomposition(N). Bi-orthogonal wavelets have been commonly used in image processing for detection and filtering of the White Gaussian noise, due to the high contrast in the neighboring pixel intensity values. After the decomposition of image, the next step involves determining the threshold values for each level of decomposition. Birgé-Massart strategy is a common method for calculating the thresholds. Using this process, individual thresholds are made for all levels of decomposition. The filtering is composed mainly of applying these thresholds to the signal. The final step is reconstruction of the image from these modified levels, which is accomplished through an inverse wavelet transform. The most important part of filtering any form of data is quantifying the signal-to-noise-ratio(SNR) of the result. Choosing different wavelets, levels, and threshold strategies can result in different outputs of filtering.

The DWT of any signal \( x \) is calculated by passing the same through a series of filters. First, these samples are passed through a low pass filter with an impulse response \( g \), which results in convolution of the two:

\[
\psi(n) = (x \ast g)[n] = \sum_{k=-\infty}^{\infty} x[k] g[n-k]
\]

Simultaneously, the signal is also decomposed by using a high-pass filter \( h \). The outputs of which give the detail coefficients (from high-pass filter) & the approximation coefficients (from low-pass). It is integral that the two filters be related to each other. This is known as a quadrature mirror filter. However, since half of the frequencies from \( x \) have been discarded, according to Nyquist’s rule, half of the samples may also be discarded. The output of low-pass filter \( g \) is subsampled by 2 & can be processed further by passing it through a new low-pass filter \( g \) and a high-pass filter \( h \) with half the cut-off frequency of the previous, i.e.:

\[
y_{\text{low}}[n] = (x \ast g)[n] = \sum_{k=-\infty}^{\infty} x[k] g[2n-k],
\]

\[
y_{\text{high}}[n] = (x \ast h)[n] = \sum_{k=-\infty}^{\infty} x[k] h[2n-k]
\]

This decomposition has now halved the time resolution, due to only half of each filter output characterizing the signal. However, since each output has half the frequency band of input \( x \), the frequency resolution has now been doubled. This decomposition process is repeated for further increasing both the frequency resolution and the approximation coefficients, which have been decomposed with high & low pass filters & then down-sampled. The process is represented as a binary tree, with the nodes representing a sub-space with a different time-frequency localization. This tree is known as the filter bank.

B. GLCM Features

The Gray Level Co-occurrence Matrix (GLCM) and associated texture feature calculations are image analysis techniques that are used to extract the spatial relationship between a set of pixels within an image. Given an image composed of pixels, each with a specific intensity (gray level), the GLCM describes how often different combinations of gray levels co-occur in an image or section of the image. Texture feature calculations use contents of a GLCM to provide a measure of the variation in intensity, at any pixel of interest. Each element \((i,j)\) of the resultant GLCM is the sum of the number of times the pixel with value \( i \) occurred in the specified spatial relationship to another pixel with value \( j \) within the input image. The GLCM is able to reveal certain properties about the spatial distribution of the gray levels in the image. For example, if most entries in the GLCM for a given image are concentrated along the
diagonal, the texture is described as coarse with respect to the specified offset. The various features analyzed to construct the GLCM are:

Energy, which is a measure of homogeneity of the image and can be calculated from the normalized COM. It is a suitable measure for detecting disorder in the image & is calculated as:

\[ J = \sum_{i=1}^{\Sigma} \sum_{j=1}^{\Sigma} (p(i,j))^2 \]  

(3)

Entropy, which is a measure of complexity of image. Complex textures tend to have higher entropy, which is given by:

\[ S = -\sum_{i=1}^{\Sigma} \sum_{j=1}^{\Sigma} p(i,j) \log(p(i,j)) \]  

(4)

Contrast measures local variations and the texture of shadow depth in the GLCM & is given by:

\[ J = \sum_{i=1}^{\Sigma} \sum_{j=1}^{\Sigma} (i-j)^2 (p(i,j)) \]  

(5)

Where, \((p (i, j))\) is the GLCM

Correlation Coefficient is used to measure the joint probability occurrence of the specified pixel pairs as:

\[ \Sigma_{\Sigma_{a, a}} = \Sigma_{\Sigma_{a, a}} \frac{(x - \mu_x)(y - \mu_y)p(x, y)}{\Sigma_{\Sigma_{a, a}}} \]  

(6)

Homogeneity measures the closeness of the distribution of elements in the GLCM in comparison to the GLCM diagonal by equation:

\[ \Sigma_{\Sigma_{a, a}} \frac{(p(x, y))}{1 + [x - y]} \]  

(7)

The number of gray levels in the image determines size of the matrix, which in most cases would be \(\text{length} \times \text{width} \times \text{features}\) and may be padded with arbitrary values to make convert into a square matrix if the provided input itself is not of equal dimensions within a 2-dimensional space.

C. Backpropagation Neural Networks

Neural networks are a type of machine learning algorithms, modeled after the biological network of neurons, which constitute the nervous system. They consist of a series of nodes, known as neurons, which are arranged into layers. The algorithm aims to derive the underlying relationships within a finite set of data, which is described as the learning process. Each connection between the neurons is assigned a weight which describes its relative importance, along with bias of its constituent layer. The first layer is called input layer and the final layer is known as the output layer, while all the others in the middle are known as hidden layers. Each neuron within a layer may be connected to every single neuron in the following layer, which is known as a dense connection. As such, the combination of outputs from all neurons in a layer are passed to all the neurons in the following layer in a process called feed-forward & the network is known as a feed-forward neural network.

At a given time, only a subset of the outputs from a layer may be important in the operation, which we can define by the use of a specialized function known as the ‘Activation Function’. With \(a^{(j)}\) denoting a set of neurons, where \(i\) is the \(i^{th}\) neuron in \((j-1)^{th}\) layer and \(\theta_k\) being weights for the \(i^{th}\) neuron and \(k^{th}\) target in the current layer and ‘g’ as the activation function, the activation for any neuron can be given by:

\[ a^{(j)} = g(\theta^{(j-1)} x) \]  

(8)

Where, \(n\) is the total number of neurons in the \(j^{th}\) layer. Outputs from (8) are then used with the weight vector \( \theta^{(j)} \) as \(x\) from current layer. Calculating similarly for all layers gives us our hypothesis function \(h_\theta(x)\). In a simplified sense, the activation function \(g\) creates the threshold for a neuron, below which its output is not used in the calculations of following layer.

A large amount of concurrent floating point operations are performed, as such it is possible to estimate the extent of difference between our desired outcome and the one produced by the neural network. The set of all outputs is plotted over a multidimensional space along with the expected set of outputs, which is defined as the global optima within a convex function. The estimate of difference is given by the cost function, which gives the average of the square of distances between the set of outputs & the optima and is given as:

\[ J(\theta) = \frac{1}{m} \sum_{i=1}^{m} \text{Cost}(h_\theta(x^{(i)}), y^{(i)}) \]  

(9)

However, our activation is of the form of a non-convex function having multiple local optima, as such (9) is not guaranteed to converge on global minimum. For this reason, we make use of the log function:

\[ \text{Cost}(h_\theta(x^{(i)}), y^{(i)}) = -\log(h_\theta(x)) \text{ if } y=1 \]

\[ -\log(1 - h_\theta(x)) \text{ if } y=0 \]  

(10)

which can be simplified as:

\[ \text{Cost}(h_\theta(x^{(i)}), y^{(i)}) = -y \log(h_\theta(x)) \]

\[ -(1-y)\log(1-h_\theta(x)) \]  

(11)

When this is written fully with summation, we get:

\[ j(\theta) = \frac{-1}{m} \sum_{i=1}^{m} [-y^{(i)} \log(h_\theta(x^{(i)})) \]

\[ -(1-y^{(i)})\log(1-h_\theta(x^{(i)}))] \]  

(12)

Equation (12) gives us the case for only one node. If we generalize this to multiple output nodes for multi-class classification, we obtain:

\[ j(\theta) = \frac{-1}{m \ k} \sum_{i=1}^{m} \sum_{k=1}^{k} [-y^{(i)} \log(h_\theta(x^{(i)} k)) \]

\[ -(1-y^{(i)})\log(1-(h_\theta(x^{(i)} k))] \]  

(13)

The cost from (13) is conveyed backwards, in a process called backpropagation. The neural network aims to optimize the
distance over this convex function by adjusting the weights in small steps wherein a value close to 0 emphasizes presence of the gradient, while a value close to 1 denotes approaching convergence. Various different methods of optimizations have been developed, which describe the descent over the convex hyperplane, among which the most commonly used are ‘gradient descent(and stochastic gradient descent)’ & ‘adam’. The process is described as complete when successive iterations do not cause any significant reduction in the observed error rate. Learning rate is used as a parameter to denote the magnitude of alteration the while adjusting weights across the network.

IV. METHODOLOGY

A. The Food-101 Dataset

We make use of food-101 dataset for our work. The said dataset contains 101 categories of images where each category consists of 750 training samples and 250 test samples, thus making a total of 101,000 images. A large number of the samples are filled with intense color or noise along with mislabeling in a few of the samples. We corrected the labels manually by ourselves for this work. The images have been scaled down to resolution of 256x256 for inputs to the wavelet transform.

B. Pre-processing

Food classification is a challenging task due to very-high intra-class variations. Before the data is provided to classifier, we need to ensure that it is capable of dealing with more realistic scenarios including but not limited to rotation, angle and lighting. We also need to identify variations in textures of similar looking food like curries.

In order to both optimize to performance as well as obtain the relevant features, we process our images through a combination of high-pass and low-pass filters within a discrete wavelet transform. We configure a 9-tap/7-tap integer wavelet transform by 2 layers each having a high-pass filter(H) & a low-pass filter(L), thus providing us 4 possible combinations of outputs as LL, LH, HL & HH. The following outputs are obtained after the procedure:

- **LL**: Image with lossless compression. Used as input to speed up the operations.
- **LH**: Edge detection at original resolution.
- **HL**: Highlighted edges and important features.
- **HH**: Smoothed boundaries for important features and edges.

The outputs from various filters have been shown in [13]. These are superimposed to isolate only the required features from our compressed images, leaving us with only our relevant data free of noise. The remaining areas are filled with pitch black pixels, as shown in Fig. 1 to maintain the 256x256 size standard throughout the dataset.

We follow-up with various image transformations to introduce more variance. The following operations are performed:

- **Rotation(45°, 90°, 180°& horizontal)**: Images are rotated in random direction at various angles to increase the diversity, as well as to ensure we can classify at any angle. 180°rotation provides a vertically flipped output.
- **Wide Shift(0.2)**: The images are shifted horizontally with this margin, allowing incomplete inputs for classification.
- **Height Shift(0.2)**: The images are shifted vertically with this margin, allowing incomplete inputs for classification.
- **Brighten(20%)**: Brightness of images is increased to allow variations in lighting for classification. We chose the 20% value as any further increase added no value & only increased white intensity, which is not a real-world scenario.
- **Darken(15%)**: Images are darkened to allow classification indoors and under artificial lighting. We fixed the maximum 15% value as any further only reduced white intensity and removed focus from our images, leading them to be perceived as a different class.

We thus have a total of 12 transformations, increasing the size of dataset to 12,12,000 images total with 12000 images in each category. We use the same ratio of 75% training images & 25% validation images.

We further construct the GLCM matrix for all of these images. The various feature vectors are combined into a singular tensor, which is to be used as an input to our neural network. For each image we obtain a 256*256*5 tensor, which is split into 5 matrices, input at different points in our neural network. We can also flatten the tensor to a 1280*256 matrix, which however increases the size of our network and makes it unsuitable for smaller systems like smartphones.

C. Architecture

Our neural network consists of inputs are various layers for different set of features obtained from our inputs. Compressed image post superimposition as the input. We allow a buffer of 3 layers before providing any further inputs, in order to adjust the weights & allow our classifier to extract the features for which the GLCM has been constructed. The reasoning for the same is explained below in table IV, which shows the input distance between compressed image and GLCM features input in number of layers. The buffer in between allows the network to predict boundaries for the relevant features. This allows us to completely ignore the pitch black pixels, which in turn reduces the number of nodes required in the layers,
Reducing the size of our network. The optimization allows us to improve the processing efficiency by working only on the features deemed relevant.

Our network consists of 56 layers including the input & output layer. The input layer is a flattened 256*256 nodes, which is the size of our inputs. The first 3 hidden layers, which are also the buffer between image & GLCM inputs consist of 2048 densely connected nodes. This configuration was performed as the final step after completion of the rest of the network. We tested with powers of 2 ranging between 256 nodes to 4096 nodes, and their effect on classification accuracy vs. performance is given in table I. Note that our goal is not to obtain the highest possible classification accuracy, but to achieve a high efficiency in terms of accuracy vs. time taken to classify the image. The 5 layers after the buffers consist of 512 hidden nodes and 256*256 flattened input nodes for every GLCM feature. In these layers we are not concerned with adjusting weight for the image, but only relating the features to the input. As a consequence, the next 12 layers consist of 1024 nodes each. All the rest of the layers are composed of 256 nodes. The output layer has a softmax activation, which provides the confidence level for each label.

We use a modified form of Sparse Categorical Cross-entropy (SCCE) as our loss function, in the form of a supervised learning task. We are not concerned with the variance in confidence (which is expected to be high between the most confident & 2nd most confident prediction for a given input, with a softmax activation). With this, we are able to drop the task of one-hot encode at final layer, which although minor, still provides a performance improvement in less powerful systems. The final obtained vector is not label of the food itself, but the possible ingredients that are present in the same. We modified the SCCE loss function to output 1 for every ingredient that it predicts might be present, based on the input. This is done by clipping the probabilities to the minimum obtained value among ones with highest confidence. To identify the same, we look at the value after which there is a sharp drop in confidence, which shows that a certain ingredient is less likely to be present. For a cake, this can be seen in the form of just high enough confidence in sugar, which has least effect on texture (but still has some), while the confidence for sweet potatoes which may be the next highest value, is extremely low in comparison, thus all the values are clipped at sugar. This method has its demerits since we have a high chance of introducing unwanted ingredients, which are not present. To tackle this, we introduce a correlating factor s, which penalizes the network for introducing these ingredients and is calculated as:

$$s = \text{mean} - \sqrt{\left(\text{mean}(np)\right)}$$

(14)

Where np is the list of confidence values of ingredients not present, and is added to the error for every mistake in the encoding vector. For ex, if our classifier predicts presence of 7 ingredients, out of which only 4 are correct, we multiply the penalty by 3 and add it to the error obtained. We, however, also need the the label of food in order to carry out the calorie estimation task. Since we can identify the food much easier than the ingredients present in the same, we can obtain the output somewhere in the middle. Through trial & error, we were able to obtain our food label, without any further alterations to our loss function, at layer 32, with high accuracy. We attach 101 output nodes with the same softmax activation and our customized loss function at this point with the hypothesis that if the labels are incorrect, then so will be the ingredients.

**D. Calorie Estimation**

The task of calorie estimation is simple. We can either scrape the web for estimated calories, or we can have them stored in a database against the ingredients. We go with PostgreSQL for this task and store the calorie values for every 100g of given ingredient. For any given recipe, we have a standard ratio of ingredients that must be present, we apply the same ratio to 100g and obtain result for the ingredient for specified weight, thus keeping our target weight for final product at 100g as a standard measure. In simpler terms, if a recipe has 2:3:5 ratio of ingredients a, b & c, which gives us
TABLE I

Comparison between no. of nodes and efficiency

<table>
<thead>
<tr>
<th>Nodes per buffer layer</th>
<th>Accuracy(Max.)</th>
<th>Initial Processor Speed(GHz)</th>
<th>Final Processor Speed(GHz)</th>
<th>Time(s)</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>68.37%</td>
<td>0.70</td>
<td>1.42</td>
<td>29</td>
<td>3.17</td>
</tr>
<tr>
<td>512</td>
<td>74.88%</td>
<td>0.74</td>
<td>1.51</td>
<td>30</td>
<td>3.2</td>
</tr>
<tr>
<td>1024</td>
<td>81.46%</td>
<td>0.81</td>
<td>1.65</td>
<td>31</td>
<td>2.30</td>
</tr>
<tr>
<td>2048</td>
<td>84.36%</td>
<td>0.93</td>
<td>1.78</td>
<td>38</td>
<td>2.61</td>
</tr>
<tr>
<td>4096</td>
<td>88.92%</td>
<td>0.83</td>
<td>2.10</td>
<td>47</td>
<td>1.48</td>
</tr>
</tbody>
</table>

TABLE II

Comparison between no. of nodes and efficiency

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy(Max.)</th>
<th>Initial Processor Speed(GHz)</th>
<th>Final Processor Speed(GHz)</th>
<th>Time(s)</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>51.87%</td>
<td>0.93</td>
<td>1.47</td>
<td>36</td>
<td>2.66</td>
</tr>
<tr>
<td>Multiple Kernel Learning</td>
<td>76.58%</td>
<td>0.93</td>
<td>2.18</td>
<td>45</td>
<td>1.36</td>
</tr>
<tr>
<td>Convolutional Neural Networks</td>
<td>86.97%</td>
<td>0.93</td>
<td>2.38</td>
<td>41</td>
<td>1.46</td>
</tr>
<tr>
<td>Ours</td>
<td>84.36%</td>
<td>0.93</td>
<td>1.78</td>
<td>38</td>
<td>2.61</td>
</tr>
<tr>
<td>Random Forest</td>
<td>81.98%</td>
<td>0.93</td>
<td>2.21</td>
<td>38</td>
<td>1.68</td>
</tr>
</tbody>
</table>

The optimal number of nodes in terms of efficiency in these buffer layers were determined afterwards. We use powers of 2 starting from 256 nodes, up to 4096 nodes in each layer. The results are presented, for a 3 layer buffer, in table I.


TABLE III

results with & without custom loss function

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy(Max.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Loss</td>
<td>43.74%</td>
</tr>
<tr>
<td>With Loss</td>
<td>87.95%</td>
</tr>
</tbody>
</table>

We start by training our network only to label the food images, in order to determine the buffer between the input image and the GLCM features. The task is carried out as a trial & error. As we can see in table IV, a buffer of 3 layers works the best, as the network is able to recognize the edges of features for which the GLCM has been constructed.


TABLE IV

Buffer layers vs. accuracy

<table>
<thead>
<tr>
<th>Buffer</th>
<th>Accuracy(Max.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>71.57%</td>
</tr>
<tr>
<td>1</td>
<td>78.83%</td>
</tr>
<tr>
<td>2</td>
<td>81.55%</td>
</tr>
<tr>
<td>3</td>
<td>84.36%</td>
</tr>
<tr>
<td>4</td>
<td>77.43%</td>
</tr>
<tr>
<td>5</td>
<td>74.82%</td>
</tr>
<tr>
<td>6</td>
<td>69.34%</td>
</tr>
</tbody>
</table>

The loss function for our network in labeling task is presented & compared with a few other solutions in Fig. 3. The optimal number of layers for labeling the food product & ingredients have been shown in tables V & VI. The number of nodes used in every layer are kept a standard power of 2 for simplicity purposes & the optimal count per layer is only for performance purposes. While we were able to obtain similar results with lesser or more nodes per layer, the number of
TABLE V  
No. of Layers vs. Accuracy (Food Labeling) at 35 epochs

<table>
<thead>
<tr>
<th>Layers</th>
<th>Accuracy (Max.)</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>65.84%</td>
<td>3.63</td>
</tr>
<tr>
<td>30</td>
<td>72.39%</td>
<td>3.18</td>
</tr>
<tr>
<td>35</td>
<td>79.64%</td>
<td>2.41</td>
</tr>
<tr>
<td>36</td>
<td>80.17%</td>
<td>2.28</td>
</tr>
<tr>
<td>37</td>
<td>82.63%</td>
<td>2.21</td>
</tr>
<tr>
<td>38</td>
<td>84.36%</td>
<td>2.30</td>
</tr>
<tr>
<td>39</td>
<td>85.19%</td>
<td>2.26</td>
</tr>
<tr>
<td>40</td>
<td>85.38%</td>
<td>2.17</td>
</tr>
<tr>
<td>42</td>
<td>87.21%</td>
<td>1.89</td>
</tr>
</tbody>
</table>

Fig. 5. Processing speed at classification task for different no. of layers

The no. of layers grew in a logarithmic curve as shown in fig. 4, however this affected our performance in an exponential curve as shown in Fig. 5.

TABLE VI  
No. of Layers vs. Accuracy (Ingredient Labeling) at 35 epochs

<table>
<thead>
<tr>
<th>Layers</th>
<th>Accuracy (Max.)</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>59.61%</td>
<td>2.69</td>
</tr>
<tr>
<td>45</td>
<td>66.18%</td>
<td>2.43</td>
</tr>
<tr>
<td>50</td>
<td>72.93%</td>
<td>2.31</td>
</tr>
<tr>
<td>52</td>
<td>76.48%</td>
<td>2.33</td>
</tr>
<tr>
<td>54</td>
<td>79.24%</td>
<td>2.19</td>
</tr>
<tr>
<td>56</td>
<td>81.76%</td>
<td>2.28</td>
</tr>
<tr>
<td>58</td>
<td>82.14%</td>
<td>2.15</td>
</tr>
<tr>
<td>60</td>
<td>82.97%</td>
<td>2.06</td>
</tr>
<tr>
<td>65</td>
<td>84.54%</td>
<td>1.84</td>
</tr>
</tbody>
</table>

The loss observed through training of the entire network, consisting of both labeling of products & ingredients in 35 epochs is shown in fig. 6.

The classification accuracy as well as efficiency for every network is gauged in table II, after a standard 35 epochs of training, with no observed overfitting in any solution. There are no tasks in background that require any computational resources during our experiment.

CONCLUSION

In this paper, we have presented a method to solve the highly complex problem of food classification with a good efficiency in terms of accuracy vs time & performance. Our network requires high amount of resources for the training, however is highly efficient afterwards in the prediction phase. We have presented our results and comparison of our method against a few popular ones. We have been able to accurately classify images in various lighting conditions with varying dynamic ranges & at different angles. There is a possibility of increasing accuracy by extending the network further, which however is not the goal here. We see that our model is suitable for lower end systems with less processing power despite its inherent complexity of architecture and an acceptable accuracy in classification. We can improve the model further with a more complex dataset, which however is not available in literature, for benchmarking purposes. While our loss function has displayed good results for ingredient identification, there is also a possibility of creating a more complex one to further improve the efficiency of classification.
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